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Abstract: Forest structural parameters are crucial for assessing ecological functions and forest quality.
To improve the accuracy of estimating these parameters, various approaches based on remote sensing
platforms have been employed. Although remote sensing yields high prediction accuracy in uniform,
even-aged, simply structured forests, it struggles in complex structures, where accurately predicting
forest structural parameters remains a significant challenge. Recent advancements in unmanned
aerial vehicle (UAV) photogrammetry have opened new avenues for the accurate estimation of forest
structural parameters. However, many studies have relied on a limited set of remote sensing metrics,
despite the fact that selecting appropriate metrics as powerful explanatory variables and applying
diverse models are essential for achieving high estimation accuracy. In this study, high-resolution
RGB imagery from DJI Matrice 300 real-time kinematics was utilized to estimate forest structural
parameters in a mixed conifer–broadleaf forest at the University of Tokyo Hokkaido Forest (Hokkaido,
Japan). Structural and textual metrics were extracted from canopy height models, and spectral metrics
were extracted from orthomosaics. Using random forest and multiple linear regression models, we
achieved relatively high estimation accuracy for dominant tree height, mean tree diameter at breast
height, basal area, mean stand volume, stem density, and broadleaf ratio. Including a large number
of explanatory variables proved advantageous in this complex forest, as its structure is influenced by
numerous factors. Our results will aid foresters in predicting forest structural parameters using UAV
photogrammetry, thereby contributing to sustainable forest management.

Keywords: UAV SfM photogrammetry; stand structure; hemiboreal forest; UAV metrics; the University
of Tokyo Hokkaido Forest

1. Introduction

Forest structure encompasses the vertical, horizontal, and unified patterns of trees,
branches, understory, and canopy gaps, along with nonliving elements such as soils and
hydrology [1–3]. It profoundly influences ecosystem functions such as wood production,
erosion control, and biodiversity [4–6]. Recognizing its significance, foresters integrate
forest structure considerations into decision-making processes. Forest structural param-
eters enable specific quantitative assessments of different aspects of the forest structure.
Quantitative assessments of forest structure are important for forest management at various
scales [7]. Remote sensing technology offers an alternative, providing multi-dimensional
information at regional and landscape levels [8]. It facilitates the accurate assessment of
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structural parameters such as tree height (H) and diameter at breast height (DBH), which
are crucial for estimating basal area (BA), volume (V), and carbon stock (CST) [9].

Assessments of forest structural parameters [10,11] involve various terminologies,
such as stand parameters [12,13], forest structural attributes [11,14–17], forest biophysical
properties [18–20], and tree attributes [7,21]. Previous studies have explored diverse forest
structural parameters, including stand top height, mean H, max H, Lorey’s mean height
(HL), stand mean DBH, number of trees, stem density (Sden), BA, stand V, and aboveground
biomass (AGB), canopy cover (CC), crown area (CA), crown width, crown length, and
crown volume [7,11,12,14,18–20,22–24]. In our study, we considered Hd, DBH, BA, V, CST,
Sden, and the broadleaf ratio (BLr) as forest structural parameters. Field estimation of forest
structural parameters is time-consuming, labor intensive, and expensive [14,25]. Although
satellite images are commonly used for estimating forest structural parameters due to their
widespread availability, they often suffer from low resolution and cloud occlusion issues.
Manned airborne light detection and ranging (LiDAR) technology provides highly accurate
information, but its high cost limits its usage [25]. Unmanned aerial vehicles (UAVs) offer
flexible, reliable, and repeatable measurements through different sensors mounted on the
UAV platform, including RGB, multispectral, hyperspectral, and LiDAR sensors [14]. In
our study, we utilized UAV-mounted RGB sensors.

In remote sensing studies, variables used to predict forest structural parameters are
height-related metrics (maximum, minimum, mean, percentile height, standard devia-
tion, covariance, kurtosis, and skewness) and canopy attributes (canopy gap, canopy
density, CC, canopy area, crown diameter, crown height, canopy V, and canopy profile
metrics) [22,26–30]. Previous studies have estimated forest structural parameters using
area-based approaches (plot, stand, or landscape level) [18,19,31], an individual-based
approach [7,10,13,15,20,21], or both [14,17]. In this study, forest structural parameters were
estimated using an area-based approach suitable for explaining forest complexity and
spatial distribution patterns [32,33].

In remote sensing, feature selection and model construction are crucial. Previously,
structural, textural, and spectral metrics were derived from canopy height models (CHMs),
digital surface models (DSMs), orthomosaics, and satellite images [34–39]. The models used
in previous studies included simple linear regression, partial least squares regression, gen-
eralized linear mixed model (GLMM), multiple linear regression (MLR), classification and
regression tree (CART) analysis, and machine learning models such as random forest (RF),
support vector machine (SVM), as well as deep learning models. Model accuracy varies
depending on factors such as the study area, stand type, and environmental conditions. RF
models often yield the highest estimation accuracy for forest structural predictions [29,34].
Thus, in this study, RF was used together with MLR to estimate forest structural parameters,
as these models select more variables, leading to more accurate predictions.

Estimation accuracy of forest structural parameters and classification accuracy of
land use significantly improved with high-resolution images [29,31,37,38,40,41]. Remote
sensing structural metrics provided comparatively higher estimation accuracy [34,42].
Previous studies achieved higher estimation accuracy in complex mixed conifer–broadleaf
forest for Hd (R2 = 0.82, RMSE = 1.78), DBH (R2 = 0.64, RMSE = 3.92), BA (R2 = 0.74,
RMSE = 5.42), V (R2 = 0.84 and RMSE = 39.8), and CST (R2 = 0.82, RMSE = 14.3) [34] using
RGB imagery with structural metrics including a few spectral metrics, while accuracy was
low for Sden (R2 = 0.37, RMSE = 78) [27]. Ozdemir and Karnieli [26] obtained comparable
accuracies for Sden (R2 = 0.38, RMSE = 109.56), BA (R2 = 0.54, RMSE = 1.79), and V
(R2 = 0.42, RMSE = 27.18) using textural metrics. In complex mixed conifer–broadleaf
forests, prediction accuracy of forest structural parameters improved when spectral and
textural metrics were included alongside structural metrics [26,39]. Relatively higher
estimation accuracy was obtained using airborne LiDAR point clouds for Hd (R2 = 0.87,
RMSE = 1.5), DBH (R2 = 0.61, RMSE = 3.75), BA (R2 = 0.81, RMSE = 4.58), V (R2 = 0.80,
RMSE = 55.04), and CST (R2 = 0.78, RMSE = 22.68) [22,29,31].
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Forest structural parameter prediction is reliable and accurate for even-aged, simply
structured forests and mono plantations. However, structurally complex, mixed forests
often present uncertainties. Thus, for these forests, extracting suitable remote sensing
metrics, selecting reliable models, and utilizing high-resolution images are crucial for
estimation accuracy. However, while forest structural parameter prediction typically
relies on remote sensing structural variables, textural and spectral variables have rarely
been used [26,43]. Variable selection plays a pivotal role in predicting forest structure,
encompassing horizontal, vertical, and three-dimensional aspects. Failure to incorporate
spectral and textual variables results in less accurate estimations, especially for complex
forests. UAV ‘Structure from Motion’ (SfM) digital aerial photogrammetry with RGB
sensors often yields prediction accuracy comparable to LiDAR-based estimations, even
with remaining uncertainties [29].

This study provides the significance of remote sensing technology in assessing forest
structural parameters, emphasizing the importance of accurate predictions for effective
forest management. Various methodologies and models are explored, focusing on the
integration of structural, textural, and spectral metrics for improved estimation accuracy.
For this, UAV-derived RGB imagery was employed to estimate plot-level forest structural
parameters, including Hd, DBH, BA, V, CST, Sden, and BLr, using structural, textural, and
spectral metrics. This study aimed to select suitable UAV metrics for accurate prediction of
forest structural parameters and evaluate the accuracy of the different regression models.

2. Materials and Methods
2.1. Study Site

This study was conducted at the University of Tokyo Hokkaido Forest (UTHF) (43◦10–20′N,
142◦18–40′E, 190–1459 m asl) in Furano City, central Hokkaido Island, northern Japan
(Figure 1). The UTHF is a hemiboreal, unevenly aged, complex, mixed conifer–broadleaf
forest located in the transition zone between cool temperate deciduous forests and hemi-
boreal coniferous forests. Covering a total area of 22,717 ha, the forest features dominant
conifer species such as Abies sachalinensis (Todo fir), Picea jezoensis (Jezo spruce), and P.
glehnii (red spruce), alongside predominant broadleaf species such as Betula maximow-
icziana (birch), Quercus crispula (oak), Acer pictum var. mono (maple), Fraxinus mandshurica
(Manchurian ash), Kalopanax septemlobus (castor aralia), Taxus cuspidata, and Tilia japonica
(linden). Additionally, two dwarf bamboo species, Sasa senanensis and S. kurilensis, have
spread over the forest floor. The arboretum experienced mean annual temperature of
6.4 ◦C and annual precipitation of 1297 mm (230 m asl) during 2001–2008. Snow typically
covers the forest floor from late November to early April, reaching approximately 1 m in
depth [34,44–46]. For this study, forest compartments 16 (com16) and 65-66 (com65-66)
were selected as the study area (Figure 1).
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blurred portions in processed images. According to UTHF management information, 
com65–66, especially its southern site (Figure 2b), sustained heavier damage from a wind 
storm in 1981 than com16. Plantations (PL) in com65–66 are predominantly A. sachalinensis 
and P. glehnii planted in 1985–1986 (see the diameter class distribution in Figure A1). The 
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lected in the absence of the other. Eight trees with DBH ≥ 20 cm were selected from each 
plot based on the inventory plot data and measured using a Vertex III hypsometer with a 
transponder (Haglöf Sweden AB, Långsele, Sweden) to determine the Hd [34]. Two tree 
diameters were measured perpendicularly using tree caliber, with a lower value taken as 
DBH. Tree spatial locations were identified using a real-time kinematic (RTK) global nav-
igation satellite system (GNSS) rover with a DG-PRO1RWS GNSS receiver (BizStation 
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Figure 1. Map represents the study area: (a) The UTHF in Japan; (b) comp16 and comp65-66 in
the UTHF.

2.2. Collection of Field Data

Field data were collected from 50 m × 50 m inventory plots in com16 (158 ha) and
com65-66 (301 ha) (Figure 2). Rectangular plots were excluded during plot selection
to maintain analysis consistency across the study area, resulting in the initial selection
of 18 plots in comp16 and 51 plots in com65-66. Plot numbers varied according to the
compartment size. One plot from com16 and eight plots from com65-66 were omitted based
on the visual assessment of orthomosaics and the CHM to avoid edge effects and unclear
or blurred portions in processed images. According to UTHF management information,
com65-66, especially its southern site (Figure 2b), sustained heavier damage from a wind
storm in 1981 than com16. Plantations (PL) in com65-66 are predominantly A. sachalinensis
and P. glehnii planted in 1985–1986 (see the diameter class distribution in Figure A1). The
field survey, conducted as an inventory plot survey measuring DBH ≥ 5 cm and a survey
for Hd measurement, took place from December 2022 to March 2023. The Hd survey in
April 2023 measured spatial location, Hd, and DBH (1.3 m above ground) of dominant
trees. Winter measurements were taken when coniferous tree treetops were visible due to
deciduous tree leaf fall, enhancing accuracy. In the inventory plots, a ratio of 80% conifer
and 20% broadleaf was set for higher accuracy, with only conifer or broadleaf trees selected
in the absence of the other. Eight trees with DBH ≥ 20 cm were selected from each plot
based on the inventory plot data and measured using a Vertex III hypsometer with a
transponder (Haglöf Sweden AB, Långsele, Sweden) to determine the Hd [34]. Two tree
diameters were measured perpendicularly using tree caliber, with a lower value taken
as DBH. Tree spatial locations were identified using a real-time kinematic (RTK) global
navigation satellite system (GNSS) rover with a DG-PRO1RWS GNSS receiver (BizStation
Corp., Matsumoto City, Japan). BA was computed based on the DBH, and tree V was
estimated using a species-specific V table provided by UTHF. CST was calculated using the
following allometric Equation (1):

CST = ∑
j

{[
Vj × Dj × BEFj

]
×

(
1 + Rj

)
× CF

}
(1)

where CST is the carbon stock in living biomass in a plot (MgC ha−1); V is the merchantable
volume (m3); it is a stem volume estimated for each tree species based on the yield table
developed for a given region, site class, and stand age provided by the UTHF; D is the
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wood density (t–d.m. m−3); BEF is the biomass expansion factor for the conversion of
merchantable volume; R is the root–to–shoot ratio; CF is the carbon fraction of dry matter
(MgC t–d.m.−1); and j is the tree species [47]. The summary statistics of the field data are
given in Table 1. The distribution of tree diameter is given in Figure A1.
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Figure 2. The map shows the inventory plots in the classified stand type in the study compartments:
(a) comp16 (n = 18); (b) comp65-66 (n = 51). In the legend, PL: plantation (yellow); BDM: broadleaf
dominant mixed stand (olive green); CDM: conifer dominant mixed stand (dark blue); CDM-PR:
conifer dominant mixed stand with poor regeneration (bright blue); YC: young conifer (dull blue);
YB: young broadleaf (dark green); SF: sparse forest (light green); RF: reserve forest (purple); and NF:
natural forest (red, which is also part of the reserve forest).

Table 1. The results of mean value of the field forest structural parameters in com16 and com65-66.

Field Parameters/
Response Variables Unit

Com16 Com65-66

Mean sd * Range Mean sd * Range

Hd m tree−1 26.02 2.40 18.70–28.41 24.05 2.93 18.48–29.29
DBH cm tree−1 27.00 2.60 22.40–31.30 22.44 3.27 13.42–29.95
BA m2 ha−1 28.50 4.10 34.00–17.80 16.33 5.50 3.93–28.76
V m3 ha−1 387.00 60.20 278.90–500.20 253.93 63.46 100.43–361.76

CST MgC ha−1 125.20 20.00 88.00–167.10 72.15 22.74 27.37–178.94
Sdens stems ha−1 363.60 50.70 300.00–508.00 298.67 73.27 516.00–136.00

BLr ratio 0.59 0.08 0.45–0.72 0.80 0.16 0.30–1.00

* sd—standard deviation; Hd—dominant tree height; DBH—diameter at breast height; BA—stand basal area; V—
stand volume; CST—carbon stock; Sden—stem density; BLr—broadleaf ratio, which is a proportion of broadleaf
stem to total stem in a plot. Trees with ≥5 cm were selected for forest structural parameters, except Hd (≥20 cm).

2.3. Acquisition of UAV Imagery

Aerial imagery was collected at com16 on 28 October 2022 and at com65-66 on
26 October 2022 using the DJI Matrice 300 RTK UAV platform equipped with a DJI Zen-
muse P1 RGB camera with a 35-megapixel sensor (Figure 3). The UAV employed for image
collection was a light vehicle drone with a total weight of 6.3 kg, inclusive of sensors and
two TB60 batteries [45].
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Figure 3. UAV flight operation in the field: (a) DJI Matrice 300 RTK UAV with a Zenmuse P1 RGB
sensors at drone landing pad (orange) landing and takeoff mark; (b) TB60 batteries in the box—two
batteries were used at one flight time; (c) DJI D-RTK2: a high-precision GNSS (Global Navigation
Satellite System) positioning system designed for DJI UAV, providing centimeter-level accuracy in
positioning for UAV; (d) ground control point (GCP): GCP for UAV is a precisely measured point
by GNSS receiver, used as a reference in aerial surveys to improve the accuracy of mapping and 3D
reconstruction; (e) two controllers-used to navigate the flight path and operated by two experts from
the UTHF.

The flight parameters and imagery outcomes are shown in Table 2. UAV flights
adhered to a preset parallel flight plan covering the study sites, maintaining a fixed altitude
of 150 m above ground level at comp65-66 and 200 m at comp16. Although the Ministry
of Land, Infrastructure, Transport, and Tourism of Japan imposes a flight altitude limit of
≤150 m above ground level, special permission was granted for higher flight altitudes in
this study [45]. The elevated flight altitude in com16 accommodated its higher elevation,
ensuring consistent image resolution. Therefore, we assumed that flight speed did not affect
image quality or acquisition. Ground control point (GCP) locations were recorded using
the RTK dual-frequency GNSS receiver of DG-PRO1RWS. Four checkpoints (known points
in the UAV images) were used in comp65-66, with a reprojection error of 0.8 m and a sigma
(deviation) of 0.3 m. No GCPs were necessary in comp16 due to the dual-frequency RTK
GNSS in the Matrice 300, which provided direct georeferencing of the UAV imagery [45].

Table 2. The UAV flight parameters setting in the comp16 and comp65-66.

UAV Parameter Com16 Com65-66

Flight altitude 200 m 150 m
Front overlap 80% 90%
Side overlap 80% 90%
Flight time 30 min 30 min

Average flight speed 26 m/s 13 m/s
Ground sampling distance 1.6 cm/pixel 1.6 cm/pixel

Image resolutions 8192 × 5460 (pixels) 8192 × 5460 (pixels)

2.4. Data Analysis
2.4.1. UAV Image Processing

The overall workflow of the study is shown in Figure 4. Aerial images were pro-
cessed using Pix4Dmapper version 4.8.0 (Lausanne, Switzerland). The software determines
camera positions and orientations in three-dimensional space by analyzing feature points
on different images through a SfM process to generate 3D point clouds and orthomosaic
images. A total of 10,943 and 12,060 images were collected in com16 and com65-66, respec-
tively. The photogrammetric process involved importing the UAV images, aligning images,
and calibrating them to a scalable standard, followed by densification at an optimal level,
mesh building with dense input, and orthomosaic generation. In both compartments, 100%
calibrated images were used. The median of 4363 and 3268 matches per calibrated image
was applied in com16 and com65-66, respectively. The orthomosaics had a resolution of



Remote Sens. 2024, 16, 1783 7 of 24

1.6 cm/pixel in both compartments. For comp65-66, the four aforementioned checkpoints
were used to improve the accuracy of the photogrammetric products during image align-
ment. Georeferencing was conducted using the Japan plane rectangular CS XII (ESPG:
2454) coordinate system.
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2.4.2. Generation of the CHMs

The LAS files of the 3D point clouds generated by Pix4Dmapper were used for gen-
erating the DSM. In ArcGIS Pro (version 2.8), the LAS data set to raster tool within the
LAS conversion tool was employed to create the DSM, using the LAS point clouds as
input. Parameters including the value field, interpolation type, cell assignment, void fill
method, and sampling value were configured as max, binning, nearest neighbor, and
five, respectively [48]. The UAV digital terrain model (DTM) exhibited low accuracy due
to the occlusion effect from the top canopy. To address this, a high-precision DTM was
generated by leveraging the penetration capabilities of airborne LiDAR, which offered
superior vertical forest structure insights. Consequently, CHMs were generated for each
UAV flight by subtracting the LiDAR DTM from the UAV DSM. The LiDAR DTM was
derived using an Optech airborne laser terrain mapper (ALTM) Orion M300 sensor (Tele-
dyne Technologies, Thousand Oaks, CA, USA) mounted on a helicopter in 2018 by the
UTHF. The helicopter flew 600 m aboveground at a speed of 140.4 km h−1. The LiDAR data
parameters included a course overlap of 50%, a pulse rate of 100 kHz, a scan angle of ±20◦,
a beam divergence of 0.16 mrad, and a point density of 11.6 points per m2 (Hokkaido Aero
Asahi, Hokkaido, Japan), stored in LAS format [49]. The resulting LiDAR DTM exhibited
minimum height, max height, average height, RMSE, and standard deviations of 0.02 m,
0.14 m, 0.00 m, 0.061 m, and 0.061 m, respectively. The LiDAR DTM was clipped within
the forest compartment stand area to generate the CHM. The raster calculator in ArcGIS
Pro was used to remove <2 m CHM to avoid ground layer interference. The resolution for
CHMs, DSM, and DTM was 0.5 m/pixel.
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2.4.3. Extraction of Metrics from the Generated CHM and Orthomosaics

The generated CHMs and orthomosaics were used to extract structural, textural, and
spectral metrics for each plot within the two forest compartments (Figure 5). The CHM
specific to each plot was clipped to facilitate the extraction of its structural and textural
metrics. Spectral metrics, such as vegetation indices related to RGB bands, were derived
(Table 3). Image collection occurred on sunny days under clear atmospheric conditions,
ensuring optimal conditions for accurate image processing using Pix4Dmapping software.
However, in com65-66, unclear and blurred sections at the orthomosaic edges led to
improbable height ranges in the DSM and subsequently in the CHM. Consequently, 8 plots
out of 51 inventory plots with unclear, blurred, and shaded areas in their images were
excluded. In comp16, one plot exhibited a significantly deviant field height from the CHM
and was therefore eliminated, resulting in seventeen remaining plots. Careful consideration
was given to parameter settings during image processing to minimize the need for repeated
processing and ensure satisfactory 3D reconstruction [50]. Spectral metrics rely heavily
on RGB bands. Spectral metrics were derived from the normalized values of the R, G,
and B bands in each plot [46] due to the time difference in the orthomosaics of the two
compartments. The accuracy of the analysis depends on the number of plots selected. A
smaller number of plots was chosen in com16 (n =17) compared to com65-66 (n = 43) due
to the selected plot size of 50 m × 50 m for analysis purposes and for the development of
stand-level wall-to-wall mapping based on 50 m × 50 m grids for future studies [29].
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saic of a plot; (c) CHM of a plot.

Textual metrics were computed based on field plot pixels using the gray level co-
occurrence matrix (GLCM) [26], a method to measure relative pixel brightness and detect
gray level differences [43,51]. Mean and maximum CHM values, along with the coefficient
of variation (cv), were derived using ArcGIS Pro statistics. CD metrics were extracted using
the raster package in RStudio version 4.22. Roughness and texture were obtained via the
roughness algorithm of the Geospatial Data Abstraction Library (GDAL) and the r.texture
algorithm in QGIS version 3.28, respectively, for CHM textural metrics. A default window
size of 3 m × 3 m was applied for parameter extraction.

Table 3. The extracted structural, textural, and spectral metrics from CHMs and RGB orthomosaics.

Sources Metrics Extracted * Description/Formula References

CHM structural metrics

CHM mean Mean value of the pixel per plot [34]
CHM max Maximum value of the pixel per plot [34]
CHM cv Covariance of the pixel per plot [52]

P99, P95, P90, P75, P50, P25 Percentile height [14]

CD99, CD90, CD75, CD25 Proportion of the pixels above percentile height
threshold to total pixels in % [14,29]
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Table 3. Cont.

Sources Metrics Extracted * Description/Formula References

CHM textural metrics

Roughness (Roug) A degree of irregularity of the surface [53]
Angular Second Moment (ASM) A measure of local homogeneity [43,54]

Contrast (Cont) A measure analyses the image contrast [54]
Entropy (Ent) and Difference

entropy (d_Ent)
A measure of randomness of the pixels within

the plot [26]

Variance (Var) and difference
variance (d_Var)

A measure of gray tone variance of the pixels
within the plot [26]

Correlation (Corr) A measure of linear dependency of the pixels
within the plot [54]

Sum of Average (s_Avg) A measure of distribution of sum values [55]

RGB spectral metrics

Normalized R, G, B R, G, B [56]
Mean Brightness (m_Bright) (R + G + B)/3 [56]

Green to Red ratio G/R [56]
Blue to Green ratio B/G [57]
Blue to Red ratio B/R [58]

Normalized Red (nR) R/(R + G + B) [59]
Normalized Green (nG) G/(R + G + B) [56]
Normalized Blue (nB) B/(R + G + B) [59]

Normalized G-R VI (nGRVI) (G − R)/(G + R) [56]
Normalized R-B VI (nRBVI) (R − B)/(R + B) [60]
Normalized G-B VI (nGBVI) (G − B)/(G + B) [61]

Visible-band difference vegetation
index (VDVI) (2G − R − B)/2G + R + B) [62]

Excess Green Index (EGI) 2G − R − B [63]
Modified green blue vegetation

index (MGBI) (GG − RR)/(GG + RR) [64]

Visible atmospherically resistant
index (VARI) (G − R)/(G + R − B) [65]

* RGB—Red, Green, Blue; max—maximum; cv—coefficient of variance; n—normalized.

2.4.4. Accuracy Assessment and Validation

Plot-level forest structural parameters obtained from field measurements were com-
pared with those derived from regression models using structural, textural, and spec-
tral metrics extracted from CHMs and orthomosaics. Specifically, field-measured for-
est structural parameters served as dependent/response variables, while structural, tex-
tural, and spectral metrics extracted from CHM and orthomosaics acted as indepen-
dent/predictor/explanatory variables. Pearson’s correlation test was performed using the
‘metan’ package version 1.18.0 in RStudio version 4.22, and accuracy was tested for two
models, MLR and RF.

MLR analysis utilized the ‘caret’, ‘datarium’, and ‘car’ packages in RStudio version 4.22.
Stepwise variable selection based on Akaike’s information criterion was initially performed
using the ‘olsrr’ package in RStudio [66], followed by a variance inflation factor (VIF > 5)
test to mitigate multicollinearity issues [67]. Validation of selected models’ accuracy was
achieved through a leave-one-out-cross-validation (LOOCV) test in Equation (2).

y = β0 + β1X1 + β2€ . . . . . . + βnXn + ϵ (2)

where y = the predicted value of the response variable (Hd, DBH, BA, V, CST, Sden, or
BLr); β0 = the y-intercept; predictor variables were UAV CHM and orthomosiac metrics.
β1X1 = the regression coefficient (β1) of the first predictor variable (X1); β2X2 = the regres-
sion coefficient (β2) of the second predictor variable (X2); βnXn = the regression coefficient
of the last independent variable; ϵ = model error.

RF, a widely used machine learning algorithm in remote sensing, finds applications
in forest studies. In this study, the “randomForest” package (version 4.7-1.1) of RStudio
version 4.22. was used for plot level forest structural parameter estimation. The optimized
parameters of RF package- such as mtry and ntree were used to achieve the best model. The
most important variables are listed based on the percent increase in the mean squared error
(%IncMSE) and on node purity (IncNodePurity). As the error increases with the random
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variable substitution, the most important variables have been chosen. After selecting the
most crucial variables, an LOOCV test in RStudio was conducted. Subsequently, the model
underwent refinement through stepwise removal of the least important variables until it
achieved optimal accuracy, thus finalizing the model.

The statistical analysis and validation of the ground data included the calculation of
the root mean square error (RMSE) Equation (3) and the coefficient of determination (R2)
Equation (4) [68].

RMSE =

√√√√ 1
N

N

∑
i=1

(y i − ŷ)2 (3)

R2 = 1 −
∑
(

yi − ŷ)2

∑ (y i − y)
2 (4)

where ŷ = predicted value of y; ȳ = mean value of y.

3. Results
3.1. DSMs, DTMs, CHMsm and Orthomosaics

Figure 6 shows the CHMs, DSMs, and DTMs alongside the orthomosaics derived
from comp16 and comp65-66. In com16, height ranges in the DSM, DTM, and CHM were
492.05–617.29, 461.70–557.70, and 2.00–49.35 m, respectively. For comp65-66, these ranges
were 316.38–493.80, 352.00–450.00, and 2–44.98 m, respectively. The mean slope of com16
was 7.13◦ (range: 0.02–62.05◦), while that of com65-66 was 5.97◦ (range 0.00–65.90◦).
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Figure 6. Illustration of CHM derived from DSM and LiDAR DTM with orthomosaic in the forest
compartments: (a) orthomosaic of comp16; (b) DSM of comp16; (c) DTM of comp16; (d) CHM of
comp16; (e) orthomosaic of comp65-66; (f) DSM of comp65-66; (g) DTM of comp65-66; (h) CHM of
comp65-66.

3.2. Variable Selection

Table 4 shows the predictor variables (structural and textural metrics from CHM
and spectral metrics from orthomosaics) that achieved the best accuracy (Table 5) for the
field forest structural parameters: Hd, DBH, BA, V, CST, Sden, and BLr. MLR and RF
models utilized these variables to predict forest structural parameters accurately. Both
models selected suitable variables from structural, textural, and spectral metrics. In general,
all structural and textual variables, along with most spectral variables, were chosen to
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predict field forest structural parameters. The RF outperformed the MLR, although MLR
demonstrated higher accuracy for BA in comp16.

Table 4. Selected variables in MLR and RF models for forest structural parameters in comp16 and
comp65-66.

Response
Variable *

Selected Predictor Variables **

MLR RF

Com16
(n = 17)

Hd P95 + CD90 + CD99 + CD25 + nR + CHM_max CD90 + ASM + P75 + P90 + P50 + P95 + s_Avg
DBH P25 + CD95 + CD50 + nR + CD25 CHM_cv + P50

BA CD99 + P50 + CD50 + CHM_max P50 + P75 + P25 + CHM_cv + P90 + s_Avg
CHM_mean + P95 + P99

V CHM_mean + CD99 + nR + CD95 CHM_cv + CHM_mean + s_Avg

CST CHM_mean + CD99 + nR + CD95 CHM_mean + CHM_cv + s_Avg + P90 + P50 +
P25 + P95 + P75 + Cont + CD99

Sden CD25 + nR + CHM_max + CD95 + CD99 d_Ent + CHM_max + ASM
BLr nR + CHM_max + CD25 + CHM_cv + CD95 Corr + nRBVI + s_Avg

Com65-66
(n = 43)

Hd P99 + CHM_max P90 + P95 + P99 + P75 + CHM_max + s_Avg +
P50 + CHM_mean

DBH CHM_max + CHM_cv + nG + CD90 P95 + P99 + CD75 + P90 + CHM_max + CD90 +
P50 + P75

BA CHM_max + nR+ CD75 + CD95 + Cont nRBVI + B/R + CHM_max + P95 + CD75 +
nGBVI + P99 + nB + P90 + nR +P75

V P25 + CD50 CD75 + P50 + CD99 + CD50 + P90 + P75 +
CHM_mean + CHM_max

CST CHM_max + CD95 + nB + VARI CHM_max + P99 + CHM_cv + CD50 + Var +
d_Var + Cont + P25 + Roug

Sden nR + CD99 + CD75 + CHM_cv nR + Cont + nGBVI + B_R + CD90 + nRBVI
BLr CHM_max + d_Var + ASM + Roug + CD75 CHM_max + Corr + B/G + Cont + nB + P50

* Refer to Table 1 for the explanation of response variable and ** Table 3 for UAV predictor variables.

Table 5. Value of R2 and RMSE for MLR and RF models for forest structural parameters estimation in
comp16 and comp65-66.

Forest
Compartments

Response
Variable MLR RF

R2 RMSE R2 RMSE

Com16
(n = 17)

Hd 0.91 0.68 0.89 0.76
DBH 0.84 0.96 0.87 0.86
BA 0.98 0.63 0.92 1.16
V 0.91 17.46 0.91 18.01

CST 0.93 5.33 0.91 5.90
S_den 0.64 21.36 0.86 13.28

BLr 0.82 0.04 0.86 0.03

Com65-66
(n = 43)

Hd 0.86 1.02 0.92 0.67
DBH 0.46 2.23 0.89 0.99
BA 0.53 3.55 0.87 1.83
V 0.37 49.39 0.88 22.02

CST 0.37 19.04 0.88 8.17
S_den 0.46 54.20 0.83 30.36

BLr 0.61 0.10 0.87 0.06

3.3. Accuracy of Forest Structural Parameters
3.3.1. Dominant Tree Height

Figure 7 shows the field-measured Hd alongside the UAV-predicted Hd for the two
forest compartments and the two models (RF and MLR). The R2 value for the mean Hd was
0.86–0.92; the RMSE was 0.61–1.02. The RF model achieved the highest Hd accuracy for
com65-66 (R2 = 0.92, RMSE = 0.67). In com65-66, Hd accuracy surpassed that of other field
parameters for both models (R2 = 0.86–0.92, RMSE = 0.67–1.02). The RF model performed
well in predicting Hd (R2 = 0.89–0.92, RMSE = 0.67–0.76). CHM structural metrics (CHM
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max and >P50, >CD25), together with certain textural (s_Avg, ASM) and spectral (nR)
metrics, were selected to predict Hd (Table 4).
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3.3.2. Tree Diameter at Breast Height

Figure 8 illustrates the relationship between field-measured DBH and UAV-predicted
DBH. Across both forest compartments and models, the R2 value for the mean DBH was
0.45–0.89; the RMSE was 0.86–2.23. In com16, MLR achieved high DBH prediction accuracy
(R2 = 0.84, RMSE = 0.96), while RF yielded the highest accuracy in com65-66 (R2 = 0.89,
RMSE = 0.99). Predictor variables for DBH included CHM structural metrics (CHM max,
CHM cv, >P50, >CD 50), along with spectral metrics (nR, nG) (Table 4).
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3.3.3. Basal Area

Figure 9 displays the relationship between field-estimated and UAV-predicted BA.
Across both forest compartments and models, the mean R2 value for BA ranged from 0.53
to 0.98, with RMSE values between 0.63 and 3.55. In com16, the MLR model achieved the
highest prediction accuracy (R2 = 0.98, RMSE = 0.63). For the compartment, BA prediction
accuracy for both models was high (R2 = 0.92–0.98, RMSE = 0.63–1.16), surpassing that
of Hd. However, only RF performed well in com65-66 (R2 = 0.87, RMSE = 1.83). CHM
structural (CHM max, CHM cv, CHM mean, >P25, >CD50), textural (Cont, s_Avg), and
spectral metrics (nR, nRBVI, B/R, nGBVI, nB, nR) were selected to predict BA (Table 4).
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3.3.4. Volume

The comparison between field-estimated and UAV-predicted V is shown in Figure 10.
Across both forest compartments and models, the R2 value for the mean V was 0.37–0.91;
the RMSE was 17.46–49.39. In comp65-66, the RF model demonstrated the highest V
prediction accuracy (R2 = 0.88, RMSE = 22.02). However, for both models, V prediction
accuracy was higher in com16 than in com65-66 (R2 = 0.91, RMSE = 17.46–18.01). Predictor
variables for volume included structural (CHM mean, CHM max, CHM_cv, >P25, >CD50),
textural (s_Avg), and spectral metrics (nR) (Table 4).
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3.3.5. Carbon Stock

Figure 11 shows the relationship between field-estimated and UAV-predicted CST.
For the two forest compartments and the two models, the R2 value for the mean CST was
0.37–0.93; the RMSE was 5.33–19.04. In comp16, the highest prediction accuracy for CST
was achieved with MLR (R2 = 0.93, RMSE = 5.53) and RF (R2 = 0.91, RMSE = 5.90). The
model selected structural (CHM mean, CHM max, CHM cv, >P25, >CD50), textural (Cont,
s_Avg, Var, d_Var, Roug), and spectral metrics (nR, nB, VARI) as predictor variables for
CST (Table 4).
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3.3.6. Stem Density

Figure 12 illustrates the comparison between field-estimated and UAV-predicted Sden.
Across both forest compartments and the two models, the R2 value for the mean Sden
ranged from 0.46 to 0.86, with RMSE values between 13.28 and 54.20. The RF model
demonstrated the highest prediction accuracy for Sden (R2 = 0.83–0.86, RMSE = 13.28–
30.36) in both compartments. Predictor variables selected for Sden included structural
(CHM max, CHM cv, >75CD), textural (Cont, d_Ent, ASM), and spectral metrics (nRBVI,
nR, nGBVI, B/R) (Table 4).

3.3.7. Broadleaf Ratio

Figure 13 shows the comparison between field-estimated BLr and UAV-predicted BLr.
Across both forest compartments and the two models, the R2 value for (BLr) was 0.61–0.87;
the RMSE was 0.06–0.10. In com16, both MLR and RF performed well in accurately predict-
ing BLr (R2 = 0.82–0.86, RMSE = 0.03–0.04), while only RF achieved good performance in
com65-66 (R2 = 0.87, RMSE = 0.06). Predictor variables selected for BLr included structural
(>25CD, P50, CHM max, CHM cv), textural (Corr, Cont, s_Avg, d_Var, ASM, Roug), and
spectral metrics (nR, nRBVI, B/G, nB) (Table 4).
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4. Discussion
4.1. Variable Selection

In contrast to LiDAR point clouds, UAV SfM yields relatively lower estimation ac-
curacy due to the canopy occlusion [34,42]. However, different UAV metrics and high-
resolution imagery offer relatively higher estimation accuracy, particularly with RGB
imagery. In this study, we extracted structural, textural, and spectral metrics from high
spatial resolution RGB imagery to predict forest structural parameters [33]. The classifi-
cation accuracy of land use improves with high spatial resolution remote sensing images
(>1.65 m/pixel) in heterogeneous forests using spectral and textural features [37,40]. We
employed high-resolution CHMs (0.5 m/pixel), consistent with previous studies [29,31] to
predict the field forest structural parameter in inventory plots. The extraction of spectral
metrics from high resolution provided higher estimation accuracy [38,41]. In this study,
we used very high-resolution RGB orthomosaics (1.6 cm/pixel) to extract spectral metrics.
However, the use of CHM structural metrics with high-resolution RGB imagery did not
provide high estimation accuracy for complex mixed conifer–broadleaf forests [29]. Esti-
mations of forest structure are also dependent on ambient environmental conditions, such
as light availability, sunshine, rainfall, wind, water resources, and soil properties, which
strongly influence the structural, textural, and spectral properties of the forest. Therefore,
assessing the metrics representing these properties enhances estimation accuracy [65]. In
this study, we combined different textural and structural metrics of CHM with spectral
metrics of orthomosaics. Incorporating all three metrics, both RF and MLR provided rela-
tively high estimation accuracy for all forest structural parameters. While we used a default
window size of 3 m × 3 m to extract forest structural and textural metrics from CHMs,
estimation accuracy could be further improved by using other window sizes. For example,
a previous study reported that a window size of ≤9 m × 9 m performed well in extracting
textual metrics from satellite imagery [39].

4.1.1. Structural Variables

Pearson’s correlation (r) test was performed to assess the correlations between the
field parameters and UAV metrics [22]. Most of the CHM’s structural metrics correlated
significantly with field structural parameters, making them more frequently selected by
the models (>0.7, p < 0.001) than either the textural or the spectral metrics. Similar UAV
RGB and LiDAR structural metrics (P95, P75, CD, and CHM max) were chosen in previous
studies for predicting forest structural parameters [34]. In our study, CHM max, >P50, and
>CD25 were selected to predict Hd, representing the vertical distribution of canopy top
and serving as a predictor of forest biomass [41]. While P represents the measurement
of the vertical height of the pixel, CD indicates the proportion of the pixel percentage.
Hd in a complex forest depends on factors such as spacing, surrounding species, canopy
closure, and other environmental conditions, thus correlating with these metrics [14,34,35].
The UTHF’s adoption of single tree level management for high-value timber species [69]
highlights the importance of identifying dominant trees in the canopy layers for tree
selection. Mapping Hd distribution can facilitate the identification of the largest trees.

Similar patterns were observed for V and CST (>0.6, p < 0.001) in both compartments,
as indicated by the MLR and RF models, aligning with the strong correlation between
these parameters. This trend was also evident for DBH and BA (>0.6 at p < 0.001) due
to the dependence of BA on DBH. DBH and BA represent the horizontal distribution of
the forest and are better explained by structural metrics. DBH is crucial for assessing tree
value in timber selection [69], underscoring the importance of identifying its distribution
in the study area. BA, being an area measure, carries more weight than DBH in spatial
distribution. Given their strong correlation, similar structural metrics were selected for
DBH and BA (CHM max, CHM mean, CHM cv, >P25, and >CD50). Similarly, V and CST
represent the unified distribution and were predicted using the same structural metrics
(CHM mean, CHM max, CHM cv, >P25, and >CD50). Individual tree detection, based on
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canopy top estimation, influenced Sden estimation [70], explaining why Sden was predicted
by CHM max.

4.1.2. Textual Variables

The inclusion of textural metrics alongside structural metrics contributed to the en-
hanced accuracy of forest structural parameter predictions [26,39]. In a study by Ozdemir
and Karnieli [26], WordView-2 satellite imagery was used to estimate forest structural
parameters, yielding comparable accuracies for Sden (R2 = 0.38, RMSE = 109.56), BA
(R2 = 0.54, RMSE = 1.79), and V (R2 = 0.42, RMSE = 27.18). Particularly strong correlations
were observed between the standard deviation of the DBH and the contrast of the red
band (r = 0.75, p < 0.01), as well as between BA and the entropy of the blue band (r = 0.73,
p < 0.01) [26].

In this study, Ent, d_Ent, Var, d_Var, and s_Avg were first-order textural metrics, while
ASM, Cont, and Corr were second-order textural metrics. Higher values of Ent, d_Ent
Var, d_Var, and Roug indicate greater complexity in forest structure, whereas a high ASM
value represents the uniformity in forest structure. Additionally, Cont and Corr values are
increased when the scale value (size of the spatial features) exceeds the distance (spacing
between different elements) [26,40,53,55]. The selection of textural metrics depended on
the nature of the response variable. In both compartments, s_Avg played a significant role
in estimating many structural parameters. s_Avg calculates the average gray-level intensity
of the sum of pixel pairs within the moving window. Similarly, BA, V, CST, Sden, and
BLr were estimated based on the average of sum value per plot, indicating their ability
to explain the horizontal and unified distributions of the forest structural parameters in
our study. Meng et al. [39] noted that first-order textural metrics were not more strongly
correlated with forest field structural variables than second-order textual metrics, which
could be attributed to the spatial resolution of the satellite imagery. Textural metrics such
as d_Ent, Ent, ASM, Corr, Roug, and Cont selected as predictors in this study, serve as
indicators of structural complexity. Meng et al. [39] also found that textual variables, such
as max difference, homogeneity, ASM, Corr, Ent, Cont, dissimilarity, and Var, predicted the
BA, quadratic mean diameter (QMD), V, and Sden.

4.1.3. Spectral Variables

Greater accuracy in predicting forest structural parameters was achieved through the
inclusion of spectral metrics alongside structural metrics, as evidenced by the selection
of many spectral metrics by both MLR and RF models. In com16, normalized R (nR) was
chosen to predict the forest structural parameters, while in com65-66, most spectral metrics
were selected. RF selected nearly all spectral metrics to predict BA, V, CST, Sden, and
BLr. The visible spectrum’s R and B bands, representing tree growth, exerted significant
influence on forest structural parameters, particularly height and DBH. Spectral metrics
are strongly influenced by vegetation pigments, physiology, and stress, thereby impacting
forest structural attributes [38]. In a study by Castillo-Santiago et al. [36], spectral metrics
were not selected to predict BA, V, or AGB, contrasting with our findings. However, metric
selection is dependent on forest conditions and imagery type, differing from our study.
Wallner et al. [71] found that conifer stands were represented by fewer spectral metrics,
while broadleaved forests with closed canopies required a larger number of indices. This
could explain why only nR was selected in com16, whereas a large number of metrics were
chosen in com65-66 [39].

4.2. Accuracy of Forest Structural Parameters

High accuracy in predicting forest structural parameters across both compartments
was achieved using RF (R2 = 0.83–0.92) and MLR (R2 = 0.37–0.98) models using UAV
RGB imagery. This success was attributed to employing high-resolution orthomosaics and
CHMs, along with various UAV metrics.
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Our findings align with previous studies on estimating forest structural parameters
in complex forests. For instance, MLR achieved higher prediction accuracy for Hd in
both compartments (R2 = 0.86–0.91, RMSE = 0.68–1.02) compared to Jayathunga et al. [34],
who used a GLMM with UAV RGB (R2 = 0.82, RMSE = 1.78) and LiDAR point clouds
(R2 = 0.87, RMSE = 1.5), attributing use differences to structural metrics and fixed-wing
UAV [29]. Similarly, DBH accuracy was higher in com16 (R2 = 0.84, RMSE = 0.96) compared
to com65-66 (R2 = 0.46, RMSE = 2.23), consistent with Jayathunga et al. [34], who used
UAV RGB (R2 = 0.64, RMSE = 3.92) and airborne LiDAR (R2 = 0.61, RMSE = 3.75) and
focused on QMD. Higher prediction accuracy for BA in com16 (R2 = 0.98. RMSE = 0.63)
compared to com65-66 (R2 = 0.53, RMSE = 3.55) using MLR was also similar to Jayathunga
et al. [34] results for UAV RGB (R2 = 0.74, RMSE = 5.42) and LiDAR point clouds (R2 = 0.81,
RMSE = 4.58).

Furthermore, our study demonstrated higher accuracy for Sden in both com16 (R2 = 0.64,
RMSE = 21.36) and com65-66 (R2 = 0.46, RMSE = 54.20) using the MLR models, contrasting
with Jayathunga et al. [34], who reported a lower Sden for both UAV RGB (R2 = 0.37,
RMSE = 78) and LiDAR (R2 = 0.35, RMSE = 76).

Predicting V by both MLR and RF showed similar accuracy (R2 = 0.91, RMSE = 17.46–
18.01) in com16. The RF model achieved higher accuracy for V (R2 = 0.88, RMSE = 22.02)
and CST (R2 = 0.88, RMSE = 8.17) in com65-66 compared to a previous study (V: R2 = 0.84
and RMSE = 39.8; CST: R2 = 0.82, RMSE = 14.3) using UAV SfM [29], and in a study in
other areas in Japan [27], both for V (R2 = 0.76, RMSE = 16.4; R2 = 0.80, RMSE = 55.04) [72]
and CST (R2 = 0.78, RMSE = 22.68) using LiDAR point clouds and GLMMs [72]. However,
our results align with those previously reported for other compartments using metrics
derived from LiDAR point clouds, with accuracies for V (R2 = 0.85, RMSE = 38.9) and
CST (R2 = 0.81, RMSE = 13.6) [29]. A study utilizing UAV SfM found that incorporating
one image metric (broadleaf cover percentage) alongside structural metrics improved the
estimation accuracy, whereas when this metric was excluded, a decrease in R2 was observed
for both V (R2 = 0.81) and CST (R2 = 0.79) without any alterations in RMSE [29]. In our
study, the integration of various spectral and textural metrics improved the prediction
accuracy of V and CST. Jayathunga et al. [30], focusing on other compartments in the study
area, obtained the highest accuracy for biomass estimation using LiDAR-derived point
clouds in an RF model (R2 = 0.94, RMSE = 12), and their MLR results align with our MLR
results (R2 = 0.85, RMSE = 18.1). Conversely, Zhang et al. [73] reported a relatively low
prediction accuracy for CST (R2 = 0.66, RMSE = 48.51) in a study of a tropical dense forest,
utilizing CHM metrics and UAV SfM point clouds with an RF model.

In their examination of a complex subtropical forest using LiDAR point clouds,
Zhang et al. [22] reported the highest accuracy for HL (adjusted R2 = 0.61–0.88) and AGB (ad-
justed R2 = 0.54–0.81), followed by V (adjusted R2 = 0.42–0.78), DBH (adjusted R2 = 0.48–0.74),
and BA (adjusted R2 = 0.41–0.69), and a lower accuracy was obtained for Sden (adjusted
R2 = 0.39–0.64). In contrast, our study achieved accurate prediction for all parameters,
including Sden, attributed to the utilization of structural, textural, and spectral metrics as
predictor variables in RGB imagery analyses. Despite the subtropical forest context, where
UAV SfM point clouds were combined with P, CD, canopy V, and Weibull metrics, our
accuracy levels remained comparable with HL (R2 = 0.92, relative RMSE (rRMSE) = 5.71),
DBH (R2 = 0.83, rRMSE = 10.43), V (R2 = 0.77, rRMSE = 16.89), and AGB (R2 = 0.78,
rRMSE = 13.73). Notably, our RMSE values for Hd and BA were lower than those re-
ported in a separate study using UAV SfM point clouds, while the V value remained
consistent [28,74,75]. Furthermore, our RMSE values for HL (1.13) and V (118.3) were lower
than those obtained in an analysis of a managed temperate coniferous forest using UAV
SfM point clouds [18].

We observed that both RF (R2 = 0.86–0.87, RMSE = 0.06–0.03) and MLR (R2 = 0.61–0.82,
RMSE = 0.04–0.10) performed effectively in predicting BLr. The sole use of BLr as a response
variable enabled predictions for regions dominated by broadleaf trees. The inclusion of
broadleaf vegetation cover enhanced the explanatory capacity in the regression analysis for
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V and CST [29]. In a study by Yang et al. [76] analyzing conifer BLr using Fifteen Gaofen-1
satellite data, lower accuracy (83.5%) was achieved compared to our findings.

The prediction accuracy of forest structural parameters was higher in com16 than
in com65-66, likely due to several factors, including a smaller number of plots in com16
and differences in stand type, species dominance, and other site characteristics (Figure 2).
Jayathunga et al. [34] analyzed the influence of topographical features on the estimation
of forest structural parameters and found a statistically significant association between
the two analyzed compartments. The extensive wind damage in com65-66 in 1981 may
also contribute to the high variability in forest structure across the study area, potentially
leading to the lower prediction accuracy observed for com65-66 compared to com16 [26,34].
Further, conifer-dominated plots were more abundant in com16 (12/17), while broadleaf-
dominated plots were more common in com65-66 (30/43). This was confirmed in the
stand classification map of the UTHF (Figure 2), with com16 mostly comprising conifer-
dominated stands and com65-66 showing a prevalence of broadleaf and plantation stand
types. This difference likely contributes to the variation in prediction accuracy of forest
structural parameters across the study area. Jayathunga et al. [30] reported a higher
accuracy for biomass in a conifer forest (R2 = 0.87, RMSE = 22.7) compared to broadleaf
forest (R2 = 0.90, RSME = 32.1) using LiDAR point cloud metrics. Further studies focusing
on forest structural parameter estimations based on stand type are needed, potentially
including a larger number of sampling plots in each category.

5. Conclusions

In conclusion, our study demonstrates the effectiveness of utilizing structural, textural,
and spectral metrics derived from UAV RGB imagery for improving the estimation of
forest structural parameters in a mixed conifer–broadleaf forest using RF and MLR models.
Structural and textural metrics were derived from CHMs, while spectral metrics were
obtained from orthomosaics. The integration of all three types of metrics by the models
provided high explanatory power, enhancing the accuracy of forest structural parameter
predictions in a complex mixed conifer–broadleaf forest. The number of variables selected
by the models varied depending on the field forest structural parameters.

The RF model demonstrated excellent performance for all field forest structural pa-
rameters across the study area, whereas for the MLR model, performance was excellent
only for Hd, BA, and CST in com16. Prediction accuracies achieved with RF for Hd, DBH,
V, CST, Sden, and BLr were comparable to those in previous studies, while MLR showed
slightly higher prediction accuracies for BA in com16. Our findings align with studies that
utilized LiDAR-derived point clouds to estimate forest structural parameters in a complex
forest, offering insights that could enhance estimation accuracy when employing RGB
imagery, SfM technology, and diverse structural, textural, and spectral metrics. Future
research endeavors should focus on integrating RGB spectral metrics with multispectral
imagery and employing various machine learning techniques to further improve estima-
tions of forest structural parameters. Mapping of forest structural parameters at a spatial
scale using wall-to-wall mapping will be instrumental in supporting sustainable forest
management practices.
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