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Abstract: Crabs and lobsters are valuable crustaceans that contribute enormously to the seafood needs
of the growing human population. This paper presents a comprehensive analysis of single- and multi-
stage object detectors for the detection of crabs and lobsters using images captured onboard fishing
boats. We investigate the speed and accuracy of multiple object detection techniques using a novel
dataset, multiple backbone networks, various input sizes, and fine-tuned parameters. We extend
our work to train lightweight models to accommodate the fishing boats equipped with low-power
hardware systems. Firstly, we train Faster R-CNN, SSD, and YOLO with different backbones and
tuning parameters. The models trained with higher input sizes resulted in lower frames per second
(FPS) and vice versa. The base models were highly accurate but were compromised in computational
and run-time costs. The lightweight models were adaptable to low-power hardware compared to
the base models. Secondly, we improved the performance of YOLO (v3, v4, and tiny versions) using
custom anchors generated by the k-means clustering approach using our novel dataset. The YOLO
(v4 and it’s tiny version) achieved mean average precision (mAP) of 99.2% and 95.2%, respectively.
The YOLOv4-tiny trained on the custom anchor-based dataset is capable of precisely detecting crabs
and lobsters onboard fishing boats at 64 frames per second (FPS) on an NVidia GeForce RTX 3070 GPU.
The Results obtained identified the strengths and weaknesses of each method towards a trade-off
between speed and accuracy for detecting objects in input images.

Keywords: crustaceans; object detection; deep learning; YOLO; k-means clustering

1. Introduction
1.1. Background and Motivation

Fisheries-related data are of great importance to fishery organisations worldwide.
The consequences of data not being captured and stored appropriately result in incorrect
stock reporting that leads to overfishing, which is contrary to the ecological integrity of the
ocean. One of the initial steps in this procedure is data collection and analysis, which is
crucial for making well-informed decisions [1]. A lack of accurate data causes uncertainties,
and improving data quality is beneficial for marine scientists and for fish stock management.
Technologies and modern scientific procedures have already improved the level of data
collection for most fisheries. We investigate deep learning methods for collecting data on
crabs and lobsters onboard fishing boats. These two valuable crustaceans have gained less
attention from computer scientists in the past.

The purpose of collecting fisheries data is to monitor commercial fishing, and in this
work, we focus on smaller independent fishers, which are more difficult to monitor and
require that any automated solution be low-cost and unobtrusive on smaller fishing vessels.
The data can include information on catch, bycatch, landings, discard, location, and the
biological or demographic composition of a catch, like sexing and DNA sampling, fishing
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efforts, fishing gears, protected species interactions, coverage, counting, size estimation,
weight, date, time, etc.

One of the conventional methods for collecting fisheries data involves onboard ob-
servers, who are placed onboard for monitoring, compliance, and scientific assessments of
fish stocks [2]. Each country has its own fisheries observer programme, and hence the roles
of observers vary worldwide. They can play the dual roles of collecting data and reporting
on compliance under the fisheries regulations in the country. Other methods include vessel
monitoring systems, electronic monitoring (EM), electronic reporting, logbooks, mobile
computing, fishing surveys, questionnaires, etc. Each method has its strengths and limi-
tations that impact the quality of data obtained. Combining tools for building integrated
systems can optimise the accuracy of the fisheries estimates in a real-time manner [3].

Artificial intelligence (AI) has demonstrated remarkable results in solving complex
computational problems with computer-based learning approaches such as machine learn-
ing (ML) algorithms, in particular deep neural networks. These networks are trained
using given datasets and, once trained, can efficiently produce outputs for unseen data
and events. Some countries, including the UK, are collecting on-site visual data of catch
events through EM and mobile computing [4,5]. These data can be used to train networks
to automate the catch recognition and measurement of species. Automated image analysis
techniques can address these problems and find appropriate solutions through easier access
to data and monitoring of the catch events onboard vessels. Unlike other fields, AI is not
yet extensively integrated into fisheries applications [6]. However, marine biologists and
management recommend that new automated real-time data collection programmes will
help improve the current standards of data collection practices [4].

The ease of access to computer resources, cost reduction, availability of datasets,
and improved algorithms have increased the use of computer-based solutions in the recent
decade. This is a motivation for computer science researchers to develop computer vision
systems for the fishing sector around the globe. Developed countries are incorporating
modern machine learning and computer vision-based applications into their fisheries
setups, while others rely on alternate options to improve the current standards of fishing
data. The ultimate goal is to respond to the seafood needs of the people and to maintain
the integrity of aquatic life.

Collaboration between fishers, marine scientists, and computer scientists is required to
make effective use of the new technological opportunities. Integration of AI, data science,
and information technology will support building state-of-the-art applications for both
aquaculture and capture fisheries [7]. The United Nation’s “Decade of the Ocean” theme [8]
aims to achieve a healthy, safe, and resilient ocean by 2030, where AI can play a pivotal role
in making this theme practical. This will initiate new opportunities for interdisciplinary
collaborations to promote AI-based marine research and development.

Hold et al. [4] evaluated the use of onboard camera systems for collecting crab and
lobster data. GoPro cameras mounted on fishing boats recorded images of crabs and
lobsters. Multiple fishers and onboard observers passed the animals on the designated area
for comparison between the in situ and predicted values of the measurements of the animals.
This was a step towards finding the size and sex of crabs and lobsters through analysis of the
recordings of onboard camera systems. Collecting data without onboard observers reduces
the cost, and computer automation of image extraction and measurements will further
enhance the utility of video systems for data collection. This motivated us to proceed with
our research on computer vision-based automated detection and measurement of crabs
and lobsters onboard fishing boats. We worked in collaboration with marine scientists and
fishermen from Bangor University, UK. They provided us with onboard fishing videos,
which our research utilises for the training and testing of networks [9,10]. We created a large
dataset of 15,100 images of crabs and lobsters, which was used to train and test our models
for detection of crabs and lobsters on fishing boats. The dataset is unique and contains both
the animals in equal proportions of 50% each. Detail about the dataset creation is given in
Section 3.
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The selected two crustaceans have received less attention in scientific research; thus,
this paper contributes towards filling this gap and promoting computer vision-based
solutions for investigating different aspects of fisheries data. Our contributions in this
paper include the following: (1) the detailed evaluation of one- and two-stage object
detectors; (2) the creation of large datasets used for the application of crab and lobster
detection onboard fishing boats; (3) the presentation of both low-power and high-power
hardware solutions for the detection problem; and (4) improvements in the results of the
YOLOv4 base and tiny models using custom anchors and a novel dataset.

1.2. Related Work
1.2.1. Object Detection

This paper focuses on the detection of crabs and lobsters using images captured
onboard fishing boats. The lack of published research on collecting data on crabs and
lobsters prompted us to investigate deep learning as a potential solution. Biologists, marine
scientists, and fishery organisations advise computer automation of data gathering and
monitoring to enhance the effectiveness of current systems deployed on fishing boats.
The video recordings of the fishing activities provided by our collaborators are used to
create datasets for training and testing neural networks. We evaluated the performance of
single- and multistage object detectors for identifying crabs and lobsters.

Object detection is an essential and challenging task of computer vision, with
widespread applications in many disciplines. It is primarily a supervised learning problem
that aims to localise all the instances of the pre-defined classes of the objects and display
their outcome by drawing bounding boxes around the detections. Object detection serves
other computer vision tasks like instance segmentation, image tracking, captioning, etc.
The advent of sophisticated deep learning networks has improved the performance of
object detectors for locating object classes in images and real-time videos [11]. Research to
improve object detection tasks is growing in academia and industrial applications due to
the development of Convolutional Neural Networks (CNNs), access to datasets, and the
availability of faster GPUs (Graphics Processing Units). The fields of multi-class detection,
edge detection, pose detection, face detection, crowd estimation, etc., are receiving more
attention from researchers. Domain-specific object detectors are classified as one-stage,
two-stage, few-shot, and transformer-based detectors. Most two-stage detectors achieve
high localisation and object recognition accuracy, whereas one-stage detectors are highly
responsive to real-time actions with increased inference speed. YOLO [12–15] and Faster
R-CNN [16] are examples of one- and two-stage detectors, respectively. The transform-
ers [17–20] were initially introduced for Natural Language Processing and have performed
well in many vision tasks of classification and object detection, with the need for more
training data. Few-Shot Object Detectors divide objects into base classes with too many
training examples and novel classes with few examples, which suits the problem of having
less training data.

1.2.2. Fish Detection

Electronic monitoring is widely used to monitor fisheries involving human analysts,
with added cost and expense. Biologists are keen to implement ML systems as an alternative
step towards automation and improvement. The first step in an automated pipeline of data
capture is the detection of the catch, which executes the steps of classifying and localising
the objects simultaneously.

Allken et al. [21] presented an image-based detection of pelagic (open sea) and
mesopelagic (living at depths of 200–1000 m) fish types. The dataset images were captured
with the DeepVision trawl camera system between 2017 and 2018 in the Norwegian Sea [22].
They used RetinaNet for the detection of the specified fish types. Using synthetic images to
train the models achieved mAP of 84.5%. The RetinaNet-based object detector successfully
automates locating and classifying fish species. This application contributed to collecting
data on trawl fishing to quantify fish. Unlike tracking, the researchers used Deep Vision and
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a simple linear regression model to estimate fish counting of different classes. This strategy
involves using the individual image frames classified by RetinaNet in the earlier step.

One-stage detectors are ideal for detecting objects in real-time applications. For ex-
ample, Cai et al. [23] combined YOLOv3 and MobileNetV1 aiming to construct a detector
with a lighter backbone for fish detection. The imageNet-based dataset was used with
16 different classes of fish species to pre-train the network. A dataset of 2000 images was
split into 1700 and 300 images for training and testing, respectively. Their method achieved
an AP (average precision) of 78.67%, which was better than that of the YOLOv3 base model
for this specific problem of fish detection. Figure 1b shows detection images from [23].

(b)

Figure 1. (a) automated catch event detection for longline fishing [24]; (b) fish detection results for
YOLOv3 and MobileNetv1 [23].

An automatic fish detection system was proposed by Salman et al. [25] to detect
moving fish objects in an unconstrained underwater environment using R-CNN. Their
approach utilises fish motions in videos through background subtraction and optical flow.
The outcomes combine with a raw image to obtain fish-dependent candidate regions.
The experiments used FCS (Fish4Knowledge with Complex Scenes) and LCF-15 (LifeCLEF
2015) datasets with several underwater videos of different fish species. The base R-CNN
produced an accuracy of 64.99% and 77.30% for the FCS and LCF-15 datasets, respectively.
The proposed system attained a detection accuracy of 87.44% and 80.02% for the FCS and
LCF-15 datasets, respectively, which were higher by 22.45% and 6.72%, respectively, than
that for the base R-CNN.

EM involves recording catch events subsequently reviewed by analysts. The pro-
cess consumes high storage space for recording and additional expense for the analysts.
Qiao et al. [24] proposed an automated DL-based detector that allows recording catch
events to overcome the limitations of EM. The authors examined multiple CNNs to extract
features such as ResNet, DenseNet, and GoogLeNet. The fish and fisher detector adopted
two frameworks of TensorBox progressive for human detection and YOLO for real-time
processing. The datasets included 140 video recordings of 1280 × 720 pixels and a speed
of 10 FPS. The proposed approach is completed in two steps. The first step detects fish
and fishers in a frame-by-frame manner. The second step smooths occasional false and
missing detections, identifying catch events and filtering unwanted or “empty” video
frames. The trained system produced almost 100% accurate results when tested on footage
from three longline fishing trips. The research aims to facilitate EM analysts in producing
catch reports that are fast and accurate. Figure 1a shows detection images from [24].

Tseng and Kuo [26] presented a DL-based system for counting, measuring, and iden-
tifying fish types. The system detects harvested fish in EM video frames and segments
them from the background using mask R-CNN. The counting involved time and distance
threshold methods. The next step determines the fish measurement and classification using
the masks predicted by mask R-CNN and confidence scores, respectively. The trained
model achieved mAP of 93.51% and 77.31% for fish detection and counting, respectively.
The accuracy of fish classification was above 98%. The proposed approach can automate
pre-screening of EM videos to facilitate the process of video analysis by the analysts.

Acoustic signalling (a technique of sending and receiving messages for underwater
communication) allows fisheries stock management and monitoring of marine life. It is
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a challenging task to assign it to the species. Trawl camera systems can implement the
interpretation of acoustics data. The underwater images can help identify the presence of
species at specific locations. Allken et al. proposed a DL neural network aiming to automate
the classification of fish in images captured by the Deep Vision trawl camera system [22].
The dataset included images of multiple surveys conducted at 20 trawl stations using the
Deep Vision system. Also, the authors developed a method for creating synthetic datasets.
The proposed classifier used Tensorflow and Keras libraries and a fully convolutional
Inception 3 network. The CNN-based system achieved 94% accuracy for identifying fish
species of different types.

1.2.3. Crab and Lobster Detection

We include computer vision and image processing techniques for crab and lobster
detection. The literature shows that these two crustaceans received less attention from
scientists than fish and other species. Enough scope of research can explore new systems
for automated data collection and monitoring of the two valuable species.

Crab aquaculture still relies on traditional methods to collect species data. Cao et al. [27]
proposed a real-time robust underwater crab detector named Faster MSSDLite. The experi-
ments involved 5125 images for training and testing the MSSDLite model. A combined
lightweight SSD object detector and MobileNetV2 backbone were selected. A Feature Pyra-
mid Network (FPN) was adopted to the SSD to boost the process of detection. The unified
Quantized-CNN framework helped quantify the error and accelerate the speed. The pro-
posed approach reported an AP of 98.94% and a detection speed of 74 FPS, 8× faster
than SSD.

Accurate detection of crabs can promote the growth of the aquaculture industry at a
rapid speed. Chin et al. [28] proposed a lightweight crab detection and sex classification
method based on YOLOv4 named GMNet-YOLOv4. GhostNet was selected as a backbone
to extract features from the crab images. The standard convolutions of the neck and head
were replaced by depth-wise separable convolutions, reducing the network parameters.
The modified trained model achieved mAP of 97.23%, which was 2.82% higher than the
base model with lower memory consumption and reduced parameters.

Recently, Ji et al. [29] proposed a method to detect underwater river crabs. It was
based on multi-scale pyramid fusion image enhancement using MobileCenterNet. The role
of multi-scale pyramid fusion based on CLAHE (Contrast Limited Adaptive Histogram
Equalization) and UDCP (Underwater Dark Channel Prior) is to enhance the image quality
affected by poor light and low contrast in underwater setups. MobileNetV2 with added
modules was applied to create feature maps. The MobileCenterNet achieved an AP of
97.86% and frame rate of 48 per second. The storage memory required for training the
model was reduced by 81%, and the AP was increased by 3.2% compared to the baseline
model ResNet18-CenterNet for a crab dataset of 3732 images.

Instead of considering the whole body of the crab, Wu et al. [30] proposed a DL
approach based on abdomen parts for identification of swimming and mud crabs using
two different datasets (Crab-201 and Crab-146). The proposed network, named PDN (Part-
based Deep Learning Network) included three overlapping and non-overlapping partition
strategies. Also, the edge texture of the abdomen is richer in features than the sulciform
texture in the lower part of the abdomen. The technique of overlapping partitions and edge
textures resulted in an improved mAP of 94.5% than the counterpart detectors for detecting
specified crab species.

The detection of crabs in images has multiple applications in wider domains. Wang
et al. [31] built an application to automate the meat picking process using CNN. The crab
knuckle is a featured body part that addresses the size and position of the meat compart-
ments of the crab, and it is important to have precise detection of the knuckle. The proposed
work approaches the exact position of the knuckle in images. Initially, the background was
removed from the images using the Otsu algorithm [32]. A CNN-based binary classification
achieved an accuracy of 98.7% for the validation set. Other modifications for k-means
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clustering improved the ability to identify the exact knuckle position based on colour
features of the back-fin area, and the use of template matching generated the cutline in the
XY plane. The authors updated their work in a report published later [33]. They integrated
the model into the crab processing machine. It detects crab legs, crab cores, and knuckles
with an average pixel accuracy of up to 0.9843. Also, the updated model reduced the
computation time by 50 folds compared to the earlier method. The research can extend to
accomplish further tasks in other meat-picking domains.

Chelouati et al. [34] presented their methods to estimate the orientation of lobsters
in images. They used YOLOv3, v4, and v7. The performance of YOLOv7 dropped to
just 8 FPS on NVIDIA Jetson Xavier NX, which is not suitable for capturing activities in
real-time applications. This indicates that the architecture of recent YOLO object detectors
requires powerful hardware to process and detect objects. The application aimed to guide
a robot arm for lobster part detection in the food processing industry.

The detection of objects often occurs in low and poor lighting conditions that substan-
tially reduce the quality of the images needed to train and test the detectors. To overcome a
similar situation, Cao et al. [35] proposed an image enhancer that can improve images in
low-light setups often due to the phototaxis (behaviour of crabs to move towards or away
from a light source) of underwater crabs. Cao proposed an image enhancer called LigED
to improve the lighting condition in images. The combination of LigED and EfficientNet-
Det0 detected crabs in a real-time manner. LigED adjusts the images with sufficient light
for extracting rich feature information. The other contribution is the development of a
lightweight EfficientNet-Det0 live crab detector. The AP of the crab detector increased by
13.84% to 95.40% with a detection speed of 28.41–91.74 FPS.

We found limited research on the detection of lobsters using ML and other computer-
vision techniques. Mahmood et al. [36] published their work on the detection of Western
rock lobster and the creation of synthetic datasets. Deep learning networks are data-driven
and demand big datasets for training purposes. Most synthetic data creation techniques
involve segmentation, which is challenging for objects with complex body structures like
lobsters. The authors proposed a novel Synthetic Parts Data (SPD) approach for creating
synthetic data using body parts of lobsters for training the object detector. They used
the SPD and real datasets to train the YOLOv3 object detector to detect Western rock
lobsters. The use of synthetic data brought significant improvements in the detection
results. The combined (real + SPD) data achieved mAP of 46.0%, which was 25.9% higher
than the original dataset for detecting Western rock lobsters in underwater images.

Chelouati et al. [37] investigated two approaches to direct the FANUC robot arm to
detect the main body parts of lobsters. The first approach aimed to evaluate the ability of
the iRvison system integrated into the FANUC robot to detect lobster body parts. GPM
(Geometric Pattern Matching) and CSM (Curved Surface Matching) locators were employed
to detect the lobster parts. The iRvision uses built-in vision processing functions to conclude
the results, but it did not work well, as it was difficult for the robot to learn and detect
new images of lobsters using the camera. The trial of the embedded vision system based
on YOLOv4 achieved mAP of 99.29% and a detection speed of 0.1806. Thus, the research
suggests that the embedded vision system should be integrated into the robot arm.

Hasan and Siregar [38] discussed multiple solutions for the identification, sexing,
and age estimation of lobsters in Indonesia. The type recognition of the lobsters was
determined using a shell colour and edge detection technique. The edge detection combined
with pattern recognition of the bottom side of the images obtained the sex, and age was
obtained by knowing the length of the carapace. The paper demonstrates qualitative results
but lacks proper evaluation and assessment of the mentioned techniques and procedures.
Table 1 presents the list of articles published for crab and lobster detection.
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Table 1. Summary of the methods from the literature for the detection of crabs and lobsters.

Article Author Method Application

[27] Cao et al. SSD object detector and
MobileNetV2 underwater crab detector

[28] Chin et al. YOLOv4 crab detection and sex
classification

[29] Ji et al. MobileCenterNet underwater river crab detection

[30] Wu et al. Part-based Deep
Learning Network

abdomen parts for identification of
swimming and mud crabs

[31] Wang et al. OTSU algorithm, CNN
Classifier crab knuckle detection

[34] Chelouati et al. YOLOv3, v4, and v7 estimate the orientation of lobsters

[35] Cao et al. LigED and
EfficientNet-Det0

image enhancer for underwater
crab detection

[36] Mahmood et al. YOLOv3 detection of Western rock lobster

[37] Chelouati et al. YOLOv4 detect the main body parts of
lobsters

[38] Hasan and
Siregar Edge detection technique identification, sexing, and age

estimation of lobsters

For the detection and classification of aquatic species, biologists recommend the use of
DL-based applications, which can perform well subject to the correct problem identification
and the availability of large datasets for training and evaluation purposes. The rapid
development of technology has increased the need for automated systems. Le et al. [39]
presented a review on DL recognition and detection of marine species. The authors included
the opportunities, implementation, challenges, and availability for inducting automated
systems for detection and other associated aspects of live aquatic animals. In this paper,
we investigate different techniques and deep learning networks for detecting crabs and
lobsters on fishing boats and also propose a technique based on custom anchors and a
novel dataset that has improved the results of single-stage detection for identifying crabs
and lobsters in real-time images.

We build on our recent work in developing a pipeline for crab and lobster frame
selection, detection, and measurement optimised for the current Raspberry Pi-based hard-
ware [10]. The lack of a GPU and very limited memory necessitated the use of offline
processing after capture, at sub-real-time frame rates. Here, we investigate alternatives for
future iterations of the system, for which we expect to include GPU-enabled hardware.

In this paper, we provided a solution to the problem of detection of crabs and lobsters
onboard fishing boats using YOLO object detectors (v3, v4, v3tiny, and v4tiny). Further-
more, we evaluated the performance of other object detectors, such as Faster R-CNN,
SSD, etc.

The YOLO object detector continues to evolve and has undergone various develop-
ments since its inception. We can predict further developments as there is much scope for
improvement in the existing frameworks. Each YOLO framework focuses on balancing
speed and accuracy for real-time applications and aims to address this trade-off in different
ways. In addition, fine-tuning the parameters and data pre-processing can impact the
suitability factor of the selected framework for a specific problem domain and hardware
requirements.

We achieved promising results with YOLOv4-tiny and recommend it initially for
implementation and testing. YOLO is being improved over time with new versions. We
will consider other versions of YOLO for future research in this specific domain area, as we
would expect even better results with the more recent versions of YOLO. The authors
in [34] found that the recent YOLO object detectors require powerful hardware to process
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and detect objects. A comprehensive review of the various YOLO architectures and their
applications is given in [40].

2. Background of Deep Learning Networks

This section describes the networks we evaluated for the object detection part of the
pipeline.

2.1. Faster R-CNN

Ren et al. [16] proposed Faster R-CNN with further improvements towards the region-
based CNN paradigm. The selective search approach of Fast R-CNN to propose a RoI
(Region of Interest) slows down the process, requiring the same time as the detection
network. Thus, the region proposal computation is a trade-off between speed and accuracy.
Faster R-CNN resolved this by introducing a dedicated fully convolutional region proposal
network (RPN) that allows the prediction of region proposals of variant scales and aspect
ratios. In addition, the inclusion of RPN boosts the ability to generate region proposals with
higher speeds as it shares full-image convolutional features with the detection network
and is a step towards near real-time object detection. The RPN runs on a particular conv
layer while sharing the previous layers with the object detection network. In order to fully
connect to an n × n spatial window, the network slides over the conv feature map depicted
in Figure 2b. Each sliding window yields a low-dimensional vector (256, 512), which is fed
into the sibling box-classification (cls) and box-regression (reg) layers [41]. The architecture
includes n × n and two sibling 1 × 1 conv layers with ReLU (Rectified Linear Unit) applied
to the n × n conv output layer [41]. In addition to the RPN, anchors are used to detect
different-sized objects. Without the requirement for numerous scales of input images or
features, the anchors can substantially simplify the process of generating proposals for
regions of different sizes. Each region proposal is parametrised relative to a reference
anchor box. The distance between the predicted and ground-truth box is estimated to
optimise the location of the predicted box. The process of object detection starts with
the input image passing through CNN to obtain a set of feature maps. In the next step,
the RPN produces bounding boxes and their classification. The selected proposals mapped
back to the feature maps obtained from the previous CNN layer in the RoI pooling layer
and ultimately fed to the fully connected layer. The result is passed to the classifier and
bounding box regressor. The entire process integrates feature extraction, proposal detection,
and bounding box regression into a unified, end-to-end learning framework, as depicted in
Figure 2a.

Classifier

RoI Pooling

Feature Maps

Convolu�onal Layers

Region Proposal Network

Proposals

Image

(a) Single, unified, end-to-end network

 

 

 

                                    

4k Coordinates 2k Scores 

256-d 

Sliding Window 

reg layer cls layer 

k anchor boxes 

Conv feature map 

Intermediate Layer 

(b) Region proposal network (RPN)

Figure 2. Faster R-CNN with RPN [16].

For training the RPN, Faster R-CNN keeps the multi-task loss function given in
Equation (1).



Computers 2024, 13, 119 9 of 29

L({pi}, {ti}) =
1

Ncls
∑

i
Lcls(Pi, p∗i ) + λ

1
Nreg

∑
i

p∗i Lreg(ti, t∗i ) (1)

The loss function calculates probability (pi) and 4k coordinates (ti) for each i-anchor in
mini batch, whereas p∗i and t∗i are the ground-truth label and ground-truth box, respectively.
The two terms normalise with Ncls, Nreg, and the balancing weight λ. Lcls is the Classifier
Loss (binary log loss over two classes). Lreg is the Regression Loss where Lreg = R(ti − t∗i ),
and R is the smooth L1 loss [16].

The bounding box regression parameterises the four coordinates as given in the
equation below.

tx = (x − xa)/wa, ty = (y − ya)/ha, tw = log(w/wa), th = log(h/ha),

t∗x = (x∗ − xa)/wa, t∗y = (y∗ − ya)/ha, t∗w = log(w∗/wa), t∗h = log(h∗/ha),
(2)

where x, y, w, and h denote the box’s center coordinates and its width and height. Variables
x, xa, and x∗ are for the predicted box, anchor box, and ground-truth box, respectively
(similarly for y, w, and h) [16].

2.2. You Only Look Once

YOLO [12] was proposed by Joseph Redmon for detecting objects in real-time images
and videos. It predicts bounding boxes and class probabilities from input images in a single
evaluation. YOLOv3 [14] is an improved version that uses binary cross-entropy loss for the
class predictions. It performs the predictions at three different scales. Features are extracted
from these scales using a similar concept of FPN to predict the bounding boxes [42]. Several
convolutional layers are added to the base feature extractor, and the last layer predicts a 3D
tensor encoding bounding box, objectness, and class predictions. YOLOv3 proposed a new
network for feature extraction called Darknet-53 that is more efficient than Darknet-19 and
the well-known ResNets.

Bochkovskiy et al. [15] proposed YOLOv4 with a higher accuracy and faster operating
speed than YOLOv3. The architecture splits into backbone, neck, and head components.
The CSPDarknet53 backbone extracts features from the input images. YOLOv4 uses SPP
(Spatial Pyramid Pooling) [43] and PAN (Path Aggregation Network) [44] to construct
the neck and retains YOLOv3 in the head for predicting the bounding boxes and class
probabilities of the input images. Figure 3 depicts the structure of YOLOv4. The mAP
increased by 10% compared to that for YOLOv3 (for the MS-COCO dataset) at a real-time
speed of 65 FPS on a Tesla V100 GPU. YOLOv4-tiny is a lightweight version of YOLOv4 with
fewer convolutional layers, CSPDarknet-tiny backbone, three YOLO layers, and smaller
anchor boxes for prediction. It can make faster object detections for running applications
on low-power hardware.

SPP + PAN

Neck

CSPDarknet53 

BackboneInput

YOLOv3

Dense Prediction

Figure 3. YOLOv4 built with CSPDarknet53, SPP and PAN neck, and YOLOv3 head [15].

2.3. Single-Shot Detector

Liu et al. [45] proposed SSD with the main contribution of introducing multi-reference
and multi-resolution detection techniques that have improved the accuracy of one-stage
object detectors, mainly on small objects. Having a maximum detection speed of 59 FPS,



Computers 2024, 13, 119 10 of 29

SSD differs from the other single-stage detectors as it detects different scale objects on
multiple network layers, whilst others use the top layer to run detection. It is easy to
train SSD and integrate it into other systems as a detection unit. It is claimed that SSD
is a high-speed detector due to removing bounding box proposals and the successive
feature resampling stage. Also, it uses convolutional filters to recognise object classes and
offsets in the bounding box locations. Dedicated predictors are used to perform detection
with various aspect ratios and multiple feature maps from the onward stages to detect
multiple-scale objects [45]. Figure 4 depicts the SSD framework.

         

        

        

        

        

        

        

        

   

    

    

    

(a) Image with ground-truth boxes (b) 8 x 8 Feature Map (c) 4 x 4 Feature Map

lo
c:

   
 (

c x
, c
y,

 w
, h

) 
co

nf
: (

c 1
, c

2, 
...

 , 
c p

)
∆

 

Figure 4. SSD framework [45].

3. Methods
3.1. Pipeline

We conduct ongoing work on fisheries data collection that covers identification of
crabs and lobsters within captured images onboard fishing boats. Our proposed pipeline
is made up of multiple steps including (1) finding a video segment with the presence
of a crab/lobster; (2) frame selection of individual animals; (3) detecting an animal and
drawing a bounding box around it; (4) keypoint detection; and (5) sex identification. This
is a novel idea for deployment that can integrate multiple components of data collection
like detection, measurement, sexing, counting, etc. It is important to detect the animals in
the initial stage followed by extraction of other information on size, sex, and counting of
species. The process of detection comes across expected challenges of rotation, occlusion,
intra-class variation, illumination, deformation, etc. It is therefore important to explore
the strengths and limitations of various detection techniques to conclude the best selection
for the problem domain. Multiple object detectors have variant performance in different
domains. This paper investigates the performance of distinct object detectors, backbones,
and fine-tuned parameters to identify the most optimal solution for detecting crabs and
lobsters using our novel dataset.

3.2. Video Capture

The fishing boats are equipped with camera units aligned on the top of the catch
table to record video clips when triggered by motion in the field of view, indicating that
something has passed over the catch table. The camera unit (depicted in Figure 5) is a
sealed, tough, and waterproof plastic unit, with a 12V DC power supply and a 6 mm clear
acrylic window on the bottom surface that captures the video. The high-resolution videos
are stored on the camera unit and later downloaded onto WiFi-enabled storage devices.
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( ) CAD view showin internal coma g ponents (b) Internal hardware removed

Figure 5. Sealed waterproof housing with camera. (a) The internal components of the camera have a
memory and processing unit. (b) The outer cover shields the camera against water and shocks [10].

3.3. Video Processing and Image Annotation

We processed the individual videos for image extraction of crabs or lobsters to train
the networks. This is performed by taking the first frame of the video as a reference
frame and comparing each image to this. If it is different enough, then the image is stored
for processing in the next stage. The difference between images is calculated using a
pixel subtraction algorithm, where individual pixels are compared, and if the difference is
greater than a set threshold, the image is written to a file and stored in a directory. A new
directory of images is created for each set of concurrent frames with a similar threshold.
We used 44 videos of different lengths between 5 to 35 min to create our datasets. The main
challenges in data collection include dissimilar setups (such as the appearance of the catch
tables), highly varied poses of animals, and the presence of unwanted objects in the scene
like bycatch, ropes, pots, mud, and gloves. Another problem is the variation in lighting
due to moving vessels, outdoor weather conditions, and different times of day during the
fishing trips. The selected videos contain crabs and lobsters with different orientations,
poses, and sizes. We annotated the images using the LabelImg [46] tool for bounding
box positions around the animals and created a dataset of 15,100 images. The dataset
was split into 12,080 and 3020 images for the training and test sets, respectively. Figure 6
shows samples from the detection dataset. This novel dataset will allow scientists to extend
research on the selected crustaceans.

Figure 6. Sample images from the crab and lobster detection dataset.

3.4. System Configuration and Evaluation

We performed the training and evaluation of the networks using a Geforce RTX 3070
(16 GB) GPU, 32 GB memory, Core i7 CPU, CUDA toolkit 11.4.0, cuDNN 8.5.2, tensorflow-
gpu 2.5.0, tensorboard 2.10.0, OpenCV 4.5.4.60, Python 3.9.0, and other libraries. We will
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use the results achieved on this hardware to inform the design and specification of future
deployment hardware.

We assessed the performance of the trained models using mAP, IoU, F1 score, and re-
call, calculated by Equations (3)–(7) below.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1 − Score =
2

1/Recall + 1/Precision
(6)

mAP =
∑N

i=1 APi

N
( where N is the number of classes) (7)

The evaluation relies on TP (true-positive), TN (true-negative), FP (false-positive),
and FN (false-negative) predictions. IoU is the intersection of the predicted and the actual
bounding boxes divided by their union. A prediction is a true positive if IoU > the set
threshold and a false positive if IoU < the threshold. The mean average precision is an
evaluation metric for object detection. Each bounding box will have a score associated with
it. Based on the predictions, a precision-recall curve (PR curve) is computed for each class
by varying the score threshold. The average precision (AP) is the area under the PR curve.
The AP for each class is computed and then averaged over the total number of classes.

4. Experiments and Results
4.1. Faster R-CNN, SSD, and Lightweight MobileNets

We trained Faster R-CNN and SSD on three different backbones i-e Inception v2,
ResNet-50 (v1), and ResNet-101 (v1). The inclusion of SSD lightweight networks aims
to provide a solution for low-power hardware. The lightweight networks were built of
SSD with MobileNetV1, MobileNetV2, MobileNetV3, SSDLite MobileNetV1, and SSDLite
MobileNetV2. SSD and MobileNets train faster models for detecting objects in images.
The fine-tuned parameters were configured at learning rate (0.0002), momentum optimiser
(0.9), grid anchor values (0.25, 0.5, 1.0, and 2.0), aspect ratios (0.5, 1.0, and 2.0), batch size
(1), and 50k training steps. We used tensorboard to visualise the training and evaluation
graphs. We automated checkpoints at 5k steps to generate the inference graphs and saved
the models. The experiments are performed on a dataset of 15,100 images, with training
and testing splits of 12,080 and 3020 images, respectively. We conducted trainings with
three different input sizes of 320 × 320, 640 × 640, and 1024 × 1024.

We evaluated the results using mAP, recall, and F1 score. The FPS estimates the
response time of the trained model. Faster R-CNN achieved a maximum mAP of 88.8%,
87.1%, and 80.4% with Inception v2, ResNet-50, and ResNet-101, respectively. The FPS
for a lower input size remained high and vice versa. The FPS values varied between 3
and 12 for different trials. The selection of a low input size reduced the training time and
vice versa. SSD achieved maximum mAP values of 56.8%, 75.7%, and 64.3% for the three
backbones, respectively, which were lower by 32%, 11.4%, and 16.1% than Faster R-CNN.
SSD ResNet-50 achieved the highest recall of 75.7%, the lowest training loss of 0.6, and a
3× higher FPS than Faster R-CNN. Inception v2 trained faster than ResNet-50 followed
by ResNet-101. Tables 2 and 3 present the results of Faster R-CNN and SSD, respectively.
Figures 7–9 and 10–12 show the comparison of Faster R-CNN with SSD, respectively.
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Figure 7. Performance analysis of Faster R-CNN Inception v2 on a test set of 3020 images and input
sizes of 320 × 320, 640 × 640, and 1024 × 1024.
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Figure 8. Performance analysis of Faster R-CNN ResNet-50 on a test set of 3020 images and input
sizes of 320 × 320, 640 × 640, and 1024 × 1024.
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Figure 9. Performance analysis of Faster R-CNN ResNet-101 on a test set of 3020 images and input
sizes of 320 × 320, 640 × 640, and 1024 × 1024.
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Figure 10. Performance analysis of SSD Inception v2 on test set of 3020 images and input sizes of
320 × 320, 640 × 640, and 1024 × 1024.
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Figure 11. Performance analysis of SSD ResNet-50 on a test set of 3020 images and input sizes of
320 × 320, 640 × 640, and 1024 × 1024.
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Figure 12. Performance analysis of SSD ResNet-101 on a test set of 3020 images and input sizes of
320 × 320, 640 × 640, and 1024 × 1024.

Table 2. Results of Faster R-CNN evaluated on a test set of 3020 images. The best results in the
column are formatted as red bold.

S.No. Network Input Size Training
Time (hhmm)

Training
Steps mAP50 mAP75

Average
Recall F1 Score Training

Loss FPS

1 Faster R-CNN Inception v2 320 × 320 0241 50k 88.8% 68.8% 68.3% 77.2% 1.1 12
2 Faster R-CNN Inception v2 640 × 640 0307 50k 86.0% 62.8% 64.9% 74.0% 1.3 11
3 Faster R-CNN Inception v2 1024 × 1024 0410 50k 85.6% 61.8% 65.7% 74.4% 0.7 8
4 Faster R-CNN ResNet-50 (v1) 320 × 320 0500 50k 87.1% 63.2% 64.7% 74.3% 1.6 5
5 Faster R-CNN ResNet-50 (v1) 640 × 640 0540 50k 84.8% 63.3% 65.5% 73.9% 1.8 4
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Table 2. Cont.

S.No. Network Input Size Training
Time (hhmm)

Training
Steps mAP50 mAP75

Average
Recall F1 Score Training

Loss FPS

6 Faster R-CNN ResNet-50 (v1) 1024 × 1024 0819 50k 77.9% 50.0% 63.4% 69.9% 0.9 4
7 Faster R-CNN ResNet-101 (v1) 320 × 320 0546 50k 80.4% 49.3% 61.7% 69.8% 1.4 5
8 Faster R-CNN ResNet-101 (v1) 640 × 640 0708 50k 65.6% 34.6% 58.0% 61.6% 1.9 4
9 Faster R-CNN ResNet-101 (v1) 1024 × 1024 1036 50k 73.2% 39.2% 59.2% 65.5% 1.0 3

Table 3. Results of SSD evaluated on a test set of 3020 images. The best results in the column are
formatted as red bold.

S.No. Network Input Size Training
Time (hhmm)

Training
Steps mAP50 mAP75

Average
Recall F1 Score Training

Loss FPS

1 SSD Inception v2 320 × 320 0255 50k 56.8% 28.3% 57.9% 57.3% 8.5 37
2 SSD Inception v2 640 × 640 0310 50k 47.7% 30.3% 56.8% 51.8% 8.0 21
3 SSD Inception v2 1024 × 1024 0655 50k 41.8% 18.7% 55.3% 47.6% 7.9 13
4 SSD ResNet-50 v1 FPN 320 × 320 0247 50k 57.2% 46.1% 69.4% 62.7% 0.6 21
5 SSD ResNet-50 v1 FPN 640 × 640 0542 50k 75.7% 62.8% 71.3% 73.4% 0.6 10
6 SSD ResNet-50 v1 FPN 1024 × 1024 1053 50k 71.8% 58.5% 68.0% 69.9% 0.6 5
7 SSD ResNet-101 v1 FPN 320 × 320 0406 50k 47.2% 37.1% 64.9% 54.7% 0.8 14
8 SSD ResNet-101 v1 FPN 640 × 640 1029 50k 54.1% 41.1% 64.2% 58.7% 0.9 5
9 SSD ResNet-101 v1 FPN 1024 × 1024 1105 50k 64.3% 50.2% 69.0% 66.6% 0.7 5

We trained SSD with three different versions of lightweight MobileNet for 50k steps.
The results show that SSD trained on lightweight MobileNets produces a higher FPS than
ResNets and Inception v2. The input size of 1024 × 1024 did not effectively improve
the mAP and decreased in some cases (S.No. 2, 3, 8, 9, and 12 of Table 4). The mAP,
recall, and F1 scores decreased compared to base models but achieved higher FPS rates
up to 47 with SSD MobileNet V3-Small calculated on an Nvidia GTX 1650 GPU. SSDs are
faster but less accurate than Faster R-CNN. The precision of the models in S.No. 1–12 of
Table 4 is around 50%, whereas the results of SSD MobileNetV3 (both the Small and Large
versions) had improved mAP and FPS to 84.8% and 47, respectively. Figures 13–15 depict
the results of SSD MobileNets. Figure 16 depicts the qualitative analysis of the models
discussed above.
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Figure 13. Performance analysis of SSD MobileNet V1, V2 on test set of 3020 images and input sizes
of 320 × 320, 640 × 640, and 1024 × 1024.
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Figure 14. Performance analysis of SSDLite MobileNet V1 and V2 on a test set of 3020 images and
input sizes of 320 × 320, 640 × 640, and 1024 × 1024.
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Figure 15. Performance analysis of SSD MobileNetV3 (small and large) on a test set of 3020 images
and input sizes of 320 × 320, 640 × 640, and 1024 × 1024.

Table 4. Results of SSD and SSDLite with MobileNets on a test set of 3020 images and input sizes of
320 × 320, 640 × 640, and 1024 × 1024. The best results in the column are formatted as red bold.

S.No. Network Input Size Training
Time (hhmm)

Training
Steps mAP50 mAP75

Average
Recall F1 Score Training

Loss FPS

1 SSD MobileNetV1 320 × 320 0102 50k 53.0% 35.6% 57.6% 55.2% 8.5 41
2 SSD MobileNetV1 640 × 640 0237 50k 43.7% 26.8% 55.2% 48.8% 8.5 28
3 SSD MobileNetV1 1024 × 1024 0402 50k 40.3% 23.8% 55.7% 46.8% 7.9 16
4 SSD MobileNetV2 320 × 320 0113 50k 36.0% 21.2% 53.2% 43.0% 7.2 41
5 SSD MobileNetV2 640 × 640 0252 50k 41.4% 26.6% 56.5% 47.8% 8.3 22
6 SSD MobileNetV2 1024 × 1024 0512 50k 38.2% 19.2% 55.8% 45.4% 8.0 14
7 SSDLite MobileNetV1 320 × 320 0124 50k 62.9% 31.1% 60.3% 61.6% 7.5 41
8 SSDLite MobileNetV1 640 × 640 0254 50k 51.6% 24.6% 55.8% 53.6% 8.9 30
9 SSDLite MobileNetV1 1024 × 1024 0434 50k 42.5% 26.8% 53.7% 47.5% 11.6 14

10 SSDLite MobileNetV2 320 × 320 0135 50k 54.9% 33.5% 60.4% 57.5% 7.1 41
11 SSDLite MobileNetV2 640 × 640 0259 50k 56.0% 33.2% 59.0% 57.5% 7.6 25
12 SSDLite MobileNetV2 1024 × 1024 0513 50k 41.1% 24.9% 54.9% 47.0% 10.5 13
13 SSD MobileNetV3-Large 320 × 320 0135 50k 74.5% 53.0% 65.8% 69.8% 1.5 47
14 SSD MobileNetV3-Large 640 × 640 0324 50k 84.8% 60.9% 68.4% 75.7% 2.1 30
15 SSD MobileNetV3-Large 1024 × 1024 0713 50k 80.7% 59.1% 67.8% 73.7% 1.3 17
16 SSD MobileNetV3-Small 320 × 320 0117 50k 70.4% 46.0% 64.2% 67.2% 1.0 47
17 SSD MobileNetV3-Small 640 × 640 0158 50k 83.0% 60.2% 68.4% 75.0% 0.6 41
18 SSD MobileNetV3-Small 1024 × 1024 0316 50k 81.6% 56.2% 67.2% 73.7% 1.3 28
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Faster R-CNN Inception v2 Faster R-CNN ResNet-50 Faster R-CNN  ResNet-101

SSD Inception v2 SSD ResNet-50 SSD ResNet-101

SSD MobileNet V1 SSD MobileNet V2 SSDLite MobileNet V1 

SSDLite MobileNet V2 SSD MobileNet V3-Large SSD MobileNet V3-Small

Figure 16. Qualitative analysis of Faster R-CNN, SSD, and lightweight models on a sample image
trained for crab and lobster object detection. Left to right: (a–l) Faster R-CNN Inception v2, Faster R-
CNN ResNet-50, Faster R-CNN ResNet-101, SSD Inception v2, SSD ResNet-50, SSD ResNet-101, SSD
MobileNetV1, SSD MobileNetV2, SSDLite MobileNetV1, SSDLite MobileNetV2, SSD MobileNetV3-
Large, and SSD MobileNetV3-Small.

4.2. Object Detection with YOLO (v3, v4)

We trained YOLOv3 and YOLOv4 using the Darknet53 backbone and the 15.1k dataset
with 12,080 and 3020 images in the training and test sets, respectively. We trained YOLO
(v3, v4) with input sizes of 320 × 320, 416 × 416, and 608 × 608, a momentum value of 0.9,
a decay of 0.0005, and a learning rate of 0.001 for a maximum of 6000 training iterations.

The results obtained are given in Table 5. The results improved with increasing
input size. YOLOv4 achieved improved results with a maximum mAP of 97.5%, which is
10.2% higher than YOLOv3. The FPS remained the same for both the YOLO base models.
The average loss was less than 1 in all experiments. We also trained the tiny lightweight
versions of YOLO (v3, v4) which are faster with a lower mAP. The YOLOv4-tiny achieved
a maximum mAP of 85.4%, which is 12.1% less than the base model. However, the tiny
versions support low-power hardware with a faster speed of 64 FPS. Figure 17 depicts the
qualitative analysis of YOLO with default anchors.
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(1) (2) (3)

(4) (5) (6)

(7) (8) (9)

(10) (11) (12)

YOLOv3 (320 x 320) YOLOv3 (416 x 416) YOLOv3 (608 x 608)

YOLOv4 (608 x 608)YOLOv4 (416 x 416)YOLOv4 (320 x 320)

YOLOv3-tiny (320 x 320) YOLOv3-tiny (416 x 416) YOLOv3-tiny (608 x 608)

YOLOv4-tiny (608 x 608)YOLOv4-tiny (416 x 416)YOLOv4-tiny (320 x 320)

Figure 17. Qualitative analysis of YOLO with default anchors (1–12 of Table 5) on a sample image.

Table 5. Results of YOLO and YOLO-tiny on a test set of 3020 images and input sizes of 320 × 320,
416 × 416, and 608 × 608. The best results in the column are formatted as red bold.

S.No. Network Input Size mAP50 Recall F1 Score Average
IoU FPS BFLOPS Average

Loss
Training

Time (hhmm)
Training
Iterations

1 YOLOv3 320 × 320 76.1% 42% 58% 70.6% 32 38.6 0.12 0504 6k
2 YOLOv3 416 × 416 72.7% 67% 72% 59.0% 21 65.3 0.08 0623 6k
3 YOLOv3 608 × 608 87.3% 78% 84% 74.3% 13 139.5 0.05 1228 6k
4 YOLOv4 320 × 320 97.5% 92% 94% 81.8% 32 35.2 0.92 0446 6k
5 YOLOv4 416 × 416 97.1% 89% 93% 84.2% 21 59.6 0.69 0628 6k
6 YOLOv4 608 × 608 94.6% 88% 92% 79.3% 11 127.2 0.59 1105 6k
7 YOLOv3-tiny 320 × 320 70.8% 61% 72% 60.9% 64 3.2 0.18 0051 6k
8 YOLOv3-tiny 416 × 416 74.3% 68% 72% 54.4% 64 5.4 0.45 0237 6k
9 YOLOv3-tiny 608 × 608 86.6% 54% 70% 72.5% 64 11.6 0.60 0217 6k

10 YOLOv4-tiny 320 × 320 68.0% 59% 68% 59.4% 64 4.0 0.10 0056 6k
11 YOLOv4-tiny 416 × 416 74.2% 80% 74% 50.0% 64 6.8 0.10 0116 6k
12 YOLOv4-tiny 608 × 608 85.4% 68% 80% 71.2% 64 14.5 0.38 0216 6k
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4.3. Comparison of YOLO (v3, v4) and Tiny Models

A trade-off exists between speed and accuracy among different variants of YOLO.
The networks differ in the number of layers and trainable parameters, which is reflected in
the training and inference times of the models. The FPS, BFLOPS, and weight size are other
indicators for measuring the speed of the networks. Larger networks are mostly expensive
and require high memory and processing power to train and operate.

YOLOv3 is based on Darknet-53 and is built of 106 layers including 53 convolutional
and 3 YOLO layers (positioned at 82, 94, and 106) for detection. The network has 62 M
trainable parameters, an inference speed of 50 ms, and a weight size of 235 MB. YOLOv3-
tiny has a lighter structure of 24 layers in total having 13 convolutional and 2 YOLO layers.
The number of trainable parameters is reduced to 8.7 M, the inference time is 8.3 ms, and the
weight size is 33 MB, which accelerates the speed of the network compared to YOLOv3.

YOLOv4 is structured with 162 layers having 53 convolution layers and each convolu-
tion layer connects with a batch normalisation and Mish activation layer. It includes 3 YOLO
layers (positioned at 139,150,161) for detection. The total number of trainable parameters
is 64.4 M, the weight size is 244 MB, and the inference time is 45.8 ms. The YOLOv4-tiny
architecture consists of 38 layers including 21 convolutional layers and 2 YOLO layers. It
is faster than YOLOv4 having 6.8 M trainable parameters, a weight size of 22 MB, and an
inference time of 8.3 ms.

The tiny variants make the training process faster with fewer computations with some
trade-off in detection performance. Table 6 shows the comparison of the size and speed of
the YOLO networks.

Table 6. Structure and speed comparison of the YOLO (v3 & v4) and tiny models.

Model Layers Parameters
(Millions)

Inference Time
(Milliseconds)

Weights
(MB) BFLOPS FPS

YOLOv3 106 62 50 235 65.3 21
YOLOv3-tiny 24 8.7 8.3 33 5.4 64
YOLOv4 162 64.4 45.8 244 59.6 21
YOLOv4-tiny 38 6.8 8.3 22 6.8 64

5. Optimised Benchmark YOLOv3, YOLOv4, and Tiny Versions

YOLO predicts bounding boxes and class probabilities from input images in a single
evaluation. YOLOv3 uses binary cross-entropy loss for class predictions and performs the
predictions at three different scales. Features are extracted from these scales using a similar
concept of FPN to predict the bounding boxes. Several convolutional layers are added
to the base feature extractor, and the last layer predicts a 3D tensor encoding bounding
box, objectness, and class predictions. YOLOv3 uses Darknet-53 for feature extraction with
53 convolutional layers and is better than Darknet-19. YOLOv4 improved YOLOv3 with a
CSPDarknet53 backbone for feature extraction.

YOLO divides each input image into multiple grids that help in identifying objects.
Each grid cell predicts multiple bounding boxes along with their corresponding class
probabilities. YOLO utilises multiple anchors for each grid cell to support object classes of
different shapes and sizes. YOLOv3 uses the pre-defined anchor boxes proposed in [14]
with three scales associated with a specific feature map to detect objects at various scales.
The scale 1 anchors are associated with a 13 × 13 feature map representing the largest
respective field. The scale ratios for this anchor set are (116, 90), (156, 198), and (373, 326).
The scale 2 anchors are associated with a 26 × 26 feature map with scale ratios of (30,
61), (62, 45), and (59, 119), and the scale ratios for the third scale of anchors associated
with a 52 × 52 feature map are (10, 13), (16, 30), and (33, 23). Thus, each scale has three
anchor boxes associated with it. The number of anchor boxes is fixed and independent of
the number of classes detected, and YOLOv3 predicts three bounding boxes per grid cell.
The entire set of anchors of the three scales is {10,13, 16,30, 33,23, 30,61, 62,45, 59,119, 116,90,
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156,198, 373,326}. Similarly, the set of default anchors for YOLOv4 is {12,16, 19,36, 40,28,
36,75, 76,55, 72,146, 142,110, 192,243, 459,401}.

The tiny versions of YOLOv3 and YOLOv4 use anchors to predict object locations and
sizes in images. However, the configurations of the anchors differ for the tiny variants of
YOLO. They are simpler in design than the baseline YOLO models aiming to achieve a
balanced speed and accuracy for real-time resource-constrained applications. The default
anchor set for YOLO-tiny (v3 and v4) is represented as {10,14, 23,27, 37,58, 81,82, 135,169,
344,319}.

K-Means Clustering

The k-means clustering algorithm [47] is an unsupervised learning algorithm used to
solve the clustering problems in ML. It can predict similar data points together, using a
fixed number k of clusters in the dataset. The k-means algorithm finds k centroids, keeps
the centroids as small as feasible, and then assigns each data point to the closest cluster.
The k defines the number of pre-defined clusters that need to be created in the process;
thus, if k = n, then there will be n clusters. It first determines the best value for k centre
points or centroids by an iterative process and then assigns each data point to its closest
k-centre. Finally, the data points closer to the particular k-centre create a cluster. Figure 18
depicts the steps of cluster convergence by the k-means algorithm.

Figure 18. k-means clustering of data points with three randomly initiated centroids represented by
blue, red and green colours [48].

Custom Anchor-Based YOLO Experiments and Results

YOLO depends on set of anchors to predict bounding boxes in images. The precise
configuration of anchors improves the training of object detectors to achieve better results.
We applied k-means clustering algorithm to generates anchors for YOLO using 12,080
images of the train set of our dataset for input sizes of 320 × 320, 416 × 416, and 608 × 608.
The base and tiny models of YOLO use 9 and 6 pairs of anchors, respectively using the
same number of clusters to generate them. Table 7 shows the detail of anchors generated
for YOLO (v3, v4) and their tiny variants. Figure 19 depicts the converged clusters and
anchor boxes for the input sizes of 320 × 320, 416 × 416, and 608 × 608. We trained the
YOLO (v3 and v4) configured for new anchor sets to detect crabs and lobsters. Table 8
shows the results.

The anchors generated for our dataset images improved the results of the YOLO
detectors. We trained the object detectors on 12,080 images and evaluated the results on
3020 images. We selected three input sizes of 320 × 320, 416 × 416, and 608 × 608. The mAP
of YOLOv3 improved by 21.6%, 25.1%, and 8.4% for 320 × 320, 416 × 416, and 608 × 608,
respectively, compared to using the default anchors. The mAP of YOLOv4 improved
by 0.1%, 2.1%, and 1.4% for the three input sizes, respectively. The results of the tiny



Computers 2024, 13, 119 21 of 29

versions show significant improvement with the custom anchor-based training on the
custom dataset. The mAP of YOLOv3-tiny improved by 18.2%, 14.2%, and 8.3% for the
three input sizes, respectively. The mAP of YOLOv4-tiny increased by 26.6%, 21%, and
8.9% for the input sizes of 320 × 320, 416 × 416, and 608 × 608, respectively. The results
improved compared to Table 5 above. We trained models with a highest mAP of 99.2%
and 95.2% for YOLOv4 and it’s tiny version, respectively. Figures 20–23 depict the results
(mAP, recall, F1 score, and average IoU) of the trained object detectors. The training loss
remained less than 1 for the total 6000 training iterations. The tiny models are faster than
the base models with an FPS of 64 and BFLOPS between 3.2 to 14.5. The maximum FPS for
the base models was 32. Figure 24 depicts a comparison of BFLOPS. Table 8 shows the list
of results obtained. Figure 25 presents the qualitative analysis of the results for a sample
image. Figures 26–29 visualises the training loss and mAP of the trained models.

(a) (b) (c)

(d) (e) (f)

YOLO (320 x 320) YOLO (416 x 416) YOLO (608 x 608)

YOLO-tiny (320 x 320) YOLO-tiny (416 x 416) YOLO-tiny (608 x 608)

Figure 19. Visualisation of the clusters based on three different input sizes for YOLO base models (a–c)
and tiny models (d–f).
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Figure 20. Comparison of mAP, recall, F1 score, and average IoU of the YOLOv3 and YOLOv3ca
models. Dark coloured bars represent the optimised results.
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Figure 21. Comparison of mAP, recall, F1 score, and average IoU of the YOLOv4 and YOLOv4ca
models. Dark coloured bars represent the optimised results.
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Figure 24. BFLOPS values for the YOLO v3, v4, and tiny versions.
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Figure 25. Qualitative analysis of YOLO with custom anchors (1–12 of Table 8) on a sample image.
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Table 7. Anchor calculation using k-means clustering on a training set of 12,080 images. The YOLO
base and tiny models are trained on a set of 9 and 6 pairs of anchors, respectively, for three input sizes.

S.No. Network Image Size
(Width × Height)

No. of
Clusters Images Boxes No. of

Iterations
Counters
per Class Custom Anchors (ca)

1 YOLOv3/YOLOv4 320 × 320 9 12,080 12,809 173 6479, 6330 {31,70, 71,114, 131,132, 108,198, 165,203, 165,266, 271,243, 219,302, 284,306 }
2 YOLOv3/YOLOv4 416 × 416 9 12,080 12,809 95 6479, 6330 {39,90, 96,130, 124,216, 195,234, 209,327, 313,288, 277,393, 368,345, 364,407}
3 YOLOv3/YOLOv4 608 × 608 9 12,080 12,809 102 6479, 6330 {57,132, 141,190, 181,315, 285,342, 305,478, 458,421, 406,575, 537,504, 532,594}
4 YOLOv3-tiny/YOLOv4-tiny 320 × 320 6 12,080 12,809 82 6479, 6330 {40,79, 92,134, 149,197, 180,274, 272,246, 269,308}
5 YOLOv3-tiny/YOLOv4-tiny 416 × 416 6 12,080 12,809 69 6479, 6330 {52,103, 120,174, 194,256, 234,357, 354,319, 349,400}
6 YOLOv3-tiny/YOLOv4-tiny 608 × 608 6 12,080 12,809 82 6479, 6330 {75,150, 176,254, 284,374, 343,521, 517,467, 511,585}

Table 8. Results of the improved YOLOv3, YOLOv4, YOLOv3-tiny, and YOLOv4-tiny models with
custom anchors on a test set of 3020 images [ca=custom anchors]. The best results in the column are
formatted as red bold.

S.No. Network Input Size mAP50 Recall F1 Score Average
IoU FPS BFLOPS Average

Loss
Training

Time (hhmm)
Training
Iterations

1 YOLOv3ca 320 × 320 97.7% 92% 96% 84.9% 32 38.6 0.14 0322 6k
2 YOLOv3ca 416 × 416 97.8% 91% 95% 85.4% 21 65.3 0.18 0510 6k
3 YOLOv3ca 608 × 608 95.7% 80% 89% 85.7% 13 139.5 0.32 1035 6k
4 YOLOv4ca 320 × 320 97.6% 94% 96% 88.3% 32 35.2 1.85 0416 6k
5 YOLOv4ca 416 × 416 99.2% 98% 98% 89.4% 21 59.6 1.17 0911 6k
6 YOLOv4ca 608 × 608 96.0% 89% 94% 89.1% 11 127.2 2.47 1412 6k
7 YOLOv3-tinyca 320 × 320 89.0% 74% 83% 70.2% 64 3.2 0.20 0052 6k
8 YOLOv3-tinyca 416 × 416 88.5% 68% 79% 71.1% 64 5.4 0.46 0119 6k
9 YOLOv3-tinyca 608 × 608 94.9% 58% 73% 79.3% 64 11.6 0.66 0414 6k

10 YOLOv4-tinyca 320 × 320 94.6% 88% 93% 85.0% 64 4.0 0.31 0042 6k
11 YOLOv4-tinyca 416 × 416 95.2% 93% 96% 84.8% 64 6.8 0.37 0059 6k
12 YOLOv4-tinyca 608 × 608 94.3% 79% 88% 80.7% 64 14.5 0.50 0150 6k

Training Loss: 0.05 mAP: 87%
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Figure 26. mAP (red) and training loss (blue) of YOLOv3 and corresponding optimised model.
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Figure 27. mAP (red) and training loss (blue) of YOLOv3-tiny and corresponding optimised model.
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Figure 28. mAP (red) and training loss (blue) of YOLOv4 and corresponding optimised model.
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Figure 29. mAP (red) and training loss (blue) of YOLOv4-tiny and corresponding optimised model.

6. Discussion

We presented our work in Section 3 and compared the performance of single- and
multi-stage object detectors for their speed and accuracy. The results are evaluated on
a test set of 3020 images and presented in tables, figures, and charts. The first part of
the experiments includes Faster R-CNN, SSD, and lightweight MobileNets. The results
indicate that Faster R-CNN achieved a higher mAP of 88.8% trained with the three different
backbones, i.e., Inception v2, ResNet-50, and ResNet-101. The FPS value declined with the
selection of a larger input size. The SSD was three times faster, with a reduction of 13.1%
in precision, than Faster R-CNN. We observed increased training and run-time costs for
large backbone networks like ResNet-101. The training loss remained lower in most trials.
The results show a trade-off between speed and accuracy for the single- and multi-stage
object detectors. The combination of SSD and MobileNets achieved balanced speed and
accuracy; however, they need further modifications to perform real-time object detection.
MobilelNets V3 improved over its predecessor versions in terms of its overall performance.
YOLO (v3, v4) is an alternative for object detection, which can produce improved detection
results. Identifying crabs and lobsters onboard fishing boats is challenging due to different
lighting conditions, camera setups, backgrounds, etc., and thus requires an efficient object
detection mechanism. We applied the k-means clustering algorithm to generate custom
anchors and trained YOLO on our large dataset. The comparison of the results shows that
the performance of the single-stage YOLO object detector is improved. The optimised
YOLOv4 and it’s tiny variant achieved mAP of 99.2% and 95.2%, respectively. They are
well-suited for detecting crabs and lobsters on fishing boats. We will extend the work on the
proposed fisheries data collection pipeline to include automated measurement, counting,
and gender classification of the valuable crustaceans.

7. Conclusions

This paper presents a comprehensive practical analysis of the performance of single-
and multi-stage object detectors. We presented an optimised method for detecting crabs and
lobsters onboard fishing boats. We provided a novel dataset of 15100 images for training
and evaluation purposes. The results indicate a trade-off between speed and accuracy
among different types of object detectors. Our solution includes YOLO trained on a custom
anchor-based dataset, as described in Section 4. The optimised detector achieved 21%
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higher results for detecting crabs and lobsters on fishing boats equipped with low-powered
hardware. The custom anchor-based YOLO object detector trained on a large dataset can
provide an improved solution to detect objects in images. Precise detection of crabs and
lobsters will proceed toward the steps of measurement and gender classification in our
proposed pipeline for fisheries data collection. Future work will explore image-based
counting, mass calculation, and disease detection for the species. The multi-disciplinary
research areas include plants, livestock, sea-bed imaging analysis, etc.
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