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Abstract: Indoor scene classification plays a pivotal role in enabling social robots to seamlessly
adapt to their environments, facilitating effective navigation and interaction within diverse indoor
scenes. By accurately characterizing indoor scenes, robots can autonomously tailor their behaviors,
making informed decisions to accomplish specific tasks. Traditional methods relying on manually
crafted features encounter difficulties when characterizing complex indoor scenes. On the other hand,
deep learning models address the shortcomings of traditional methods by autonomously learning
hierarchical features from raw images. Despite the success of deep learning models, existing models
still struggle to effectively characterize complex indoor scenes. This is because there is high degree of
intra-class variability and inter-class similarity within indoor environments. To address this problem,
we propose a dual-stream framework that harnesses both global contextual information and local
features for enhanced recognition. The global stream captures high-level features and relationships
across the scene. The local stream employs a fully convolutional network to extract fine-grained
local information. The proposed dual-stream architecture effectively distinguishes scenes that share
similar global contexts but contain different localized objects. We evaluate the performance of the
proposed framework on a publicly available benchmark indoor scene dataset. From the experimental
results, we demonstrate the effectiveness of the proposed framework.

Keywords: indoor scene classification; social robots; deep learning; dual-branch models

1. Introduction

Indoor scene classification is crucial for social robots as it enables them to adapt to the
environment by effectively navigating and interacting within diverse indoor environments.
With precise characterization of an indoor scene, such as kitchens, offices, bedrooms, and
corridors, etc, robots can self-adjust and customize their behavior and take necessary
actions to achieve a specific goal.

Indoor scene classification has a wide range of applications in homes, industry, retail,
and health care. In homes, robots can navigate different rooms for tasks like cleaning
and organizing. For example, Choe et al. [1] describe categories of indoor places for
cleaning robots. In industry, robots can optimize logistics by identifying storage areas
and production zones [2]. In healthcare, robots can efficiently move through hospitals
and perform different tasks, like supply delivery and patient assistance [3,4]. In the
retail industry, robots can assist customers [5], restock shelves [6], and enhance store
operations [7].

Indoor scene classification can also play a crucial role in autonomous vehicle naviga-
tion systems, particularly in complex environments, for example, parking garages, tunnels,
or urban settings where traditional navigation methods may be inadequate. By accurately
recognizing indoor scenes, autonomous vehicles can better understand their surroundings
and make informed navigation decisions. For example, in parking garages, scene classifica-
tion can help vehicles identify available parking spaces or navigate around obstacles like
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parked cars and pedestrians [8,9]. Similarly, in tunnels or urban areas with limited visibility,
scene recognition can assist vehicles in maintaining a safe distance from other vehicles and
avoiding collisions [10]. Moreover, indoor scene classification enables vehicles to adapt
their navigation strategies based on their surrounding environment by which autonomous
vehicles can optimize their route planning and ensure efficient travel.

Applications of the proposed framework are not limited to robotics and cars but
extend to various domains within the field of autonomous vehicles, including drones [11],
and unmanned ground vehicles (UGVs) [12]. Indoor scene classification enhances nav-
igation systems across these platforms, enabling them to operate more effectively and
safely in diverse environments. For example, drones can benefit from our framework
by efficiently navigating indoor environments, such as warehouses, factories, and in-
door events [13], where precise scene understanding is essential for tasks like inspection,
surveillance, and delivery. Additionally, UGVs can utilize scene classification to navigate
challenging terrains, such as construction sites [14], warehouses [15], and agricultural
fields [16], where accurate scene classification enhances their ability to traverse obstacles
and perform tasks autonomously.

Recognizing the significance of indoor scene classification, numerous researchers have
introduced various approaches to address the problem of accurate indoor scene classifica-
tion. Conventional approaches to indoor scene classification typically involve manually
extracting handcrafted features, which are subsequently employed to train machine learn-
ing models for indoor scene classification. Zhou et al. [17] utilized the bag-of-features
algorithm and trained an SVM classifier for indoor scene classification. Other methods
employ SIFT [18,19], SURF [20], bag-of-words (BoW [21,22]), or spatial pyramid matching
(SPM) [23-25] for indoor scene classification. These traditional approaches have demon-
strated success in the context of indoor scene classification and offer several advantages.
For example, these models work well when the training data are limited and avoid the
problem of overfitting. Furthermore, these models tend to be computationally efficient,
making them suitable for scenarios with resource constraints.

However, considering the complexity inherent in indoor scene classification, tradi-
tional methods face challenges when applied to complex indoor scenes. This is because
their reliance on handcrafted features may not capture global contextual information and
local multi-scale features which are essential for distinguishing complex scenes accurately.

With the advent of enhanced hardware capabilities, such as GPUs, and the introduction
of deep learning models, tremendous success has been achieved in various object detection,
scene classification and segmentation tasks. The success of deep learning models lies in
their ability to automatically learn hierarchical features from raw images. These automatic
hierarchical features capture rich contextual information and multi-scale features which
are crucial for any recognition task.

Due to the success of deep learning models, researchers have also developed and
proposed various deep learning models for the indoor scene recognition task. Recently,
Labinghisa et al. [26] introduced a model that employs a convolutional neural network
based on the resnet50 architecture for scene identification. Yee et al. [27] employed a
basic convolutional neural network model integrated with a spatial pyramid pooling
module. This integration enables the network to boost the accuracy of scene classification
by effectively handling the issue of objects having different sizes. Wozniak et al. [28]
introduced a deep neural network algorithm for indoor place recognition using transfer
learning to classify images from a humanoid robot. Soroush et al. [29] presented new fusion
techniques for scene recognition and classification, utilizing both NIR and RGB sensor data.
Heikel et al. [30] presented a novel approach by employing an object detector (YOLO) to
detect indoor objects, which are then used as features for predicting room categories. Deep
learning models are data-driven, necessitating large amounts of data for training. Recently,
there has been a trend toward adopting a self-supervised learning approach for image
recognition tasks [31].
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Despite the success of deep learning models in different tasks, current deep models
for indoor scene classification tasks still face challenges. These include difficulties in
handling intra-class variability and inter-class similarities due to diverse layouts and
lighting conditions within indoor environments.

We based our framework on the notion that two different scenes may be contextually
similar; however, both scenes may contain different localized objects. For example, a
drawing room and bedroom share similar global context, with common objects like walls,
floors, furniture, etc. However, the fine-grained local information of both scenes may be
different. For example, in a bedroom, there might be a bed, a wardrobe, etc, while a drawing
room may contain a sofa, a coffee table, and other distinct objects. These differences in
localized elements are subtle but essential for accurate classification of the indoor scene.

Based on the above notion, we propose a framework that exploits both global contex-
tual information and local feature information to boost the recognition process. Generally,
the proposed framework consists of two streams: (1) a local stream and (2) a global stream.
The global stream is a deep learning model which captures higher-level features and rela-
tionships among various regions, objects, or structures within the scene. The local stream is
a fully convolutional network that extracts local fine-grained information.

Considering indoor scene classification, the proposed framework makes the follow-
ing contributions:

1. A dual-stream deep learning framework is proposed for indoor scene classification

2. The local stream exploits a fully convolutional network to extract fine-grained
local features

3. In the global stream, we modify the original VGG-16 by effectively integrating an
atrous spatial pyramid pooling module to capture the global context of the scene.

4. We performed experiments on challenging datasets. From the experimental results,
we demonstrate the effectiveness of the proposed dual-stream framework.

2. Related Work

In this section, we discuss related work on the indoor scene classification task. Gener-
ally, we divide the related work into two categories. The first category involves discussion
of traditional methods for indoor scene classification, while the second category involves
discussion of the most recently proposed deep learning models. We consider each cate-
gory below.

2.1. Traditional Methods

Traditional methods employ techniques that heavily depend on manual handcrafted
features. These techniques, for example, SIFT, SURF, and BoW, extract specific manual
features from input images, which are subsequently utilized to facilitate the training
of machine learning models, such as support vector machines (SVMs), random forests,
and others.

Swadzba et al. [32] proposed a method that utilized 3D feature vectors for indoor
scene classification. These 3D feature vectors encapsulate the spatial arrangement (layout)
of the scenes. Three-dimensional spatial features have been widely utilized by researchers
for indoor scene classification. A detailed analysis of 3D features is reported in [33]. Zhou
et al. [17] introduced a model that integrates multi-resolution representation into a bag-
of-features model. Local features from multiple resolutions are quantized using k-means
clustering. Li et al. [34] introduced a unique multi-level active learning technique for effi-
cient model training which predicts the labels at both object and scene level. Yu et al. [35]
presented a new technique that fuses features through unified subspace learning to discrim-
inate intra-class and inter-class geometry for scene classification. Choi et al. [36] presented
a method that learns the interaction among scene elements through 3D geometric phrases
(BDGP) to learn the global context of the scene, which is crucial for indoor scene classifi-
cation. Han et al. [37] addressed the overfitting problem in indoor scene classification by
proposing a localized multiple kernel learning framework and devised a new strategy to
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optimize the SVM solver. Zuo et al. [38] proposed a filter bank for transforming features
in scene image classification. The method captures both prevalent visual patterns shared
across categories and information specific to individual classes, thereby enhancing the
distinctiveness of the features. Espinace et al. [39] proposed an object detection strategy for
indoor scene classification. The method detects the object and extracts local low-level visual
features, which are then associated with the scene by exploiting contextual information.
Margolin et al. [40] introduced a new descriptor called oriented texture curves (OTC) that
effectively captures patch texture with multiple orientations.

While the abovementioned handcrafted feature models have demonstrated achieve-
ments in indoor scene classification and come with various benefits, such as limited data
requirements for training and being memory-efficient, these models possess certain draw-
backs. One of the shortcoming of these models is that they struggle to capture comprehen-
sive global contextual details and face challenges when extracting multi-scale discriminat-
ing features. Additionally, they lack robustness, making them susceptible to variations in
illumination and noise.

2.2. Deep Learning Models

In this section, we review deep learning models for indoor scene classification. Deep
learning models, due to their unique architecture, have gained significant importance in the
research community. Deep learning models have outperformed traditional machine learn-
ing methods in numerous computer vision tasks, showcasing cutting-edge performance.
The strength of deep learning models lies in their capacity to directly acquire complex
hierarchical features from raw data. Differing from conventional models that depend on
manually designed features, deep learning models autonomously acquire features from
diverse layers.

Due to the success of deep learning models across diverse computer vision tasks,
researchers have also employed various deep learning models for indoor scene classification
tasks. Soroush et al. [29] introduced a novel fusion method that leverages near-infrared
(NIR) and RGB data to enhance scene recognition and classification. Labinghisa et al. [26]
presented a scene recognition method based on image-based location awareness (IILAA),
and clustering algorithms. Bai et al. [41] introduced a novel approach for scene classification
using deep neural networks and random forest. The method extracts features from different
layers of the network and then concatenates these features, employing a random forest
algorithm for classification. Khan et al. [42] presented a novel approach that utilizes spectral
features for scene recognition. Pereira et al. [43] reported a dual branch framework, where
one branch of the framework utilizes a CNN model to extract global features, while the other
branch concentrates on semantic features obtained from identified and categorized objects.
These distinct features are subsequently merged at an intermediate fusion stage to improve
the scene recognition process. Similarly, Pereira et al. [44] extended the previous work and
proposed a dual-branch deep learning model that learns semantic inter-object relationships
to address inter-class similarity and intra-class variation issues for scene classification.
Seong et al. [45] introduced a model, namely, FOS Net, that utilizes convolutional neural
networks (CNN) to extract both local and global features from the scene. The approach
then incorporates a novel fusion strategy to integrate both local and global information
and introduces scene coherence loss to train the framework. Hayat et al. [46] introduced a
novel learnable feature descriptor designed to tackle large-scale spatial deformations and
scale variations. The framework employs a new convolutional neural network architecture
to handle layout deformations, and an image pyramid representation to ensure scale
invariance. Although the model achieves state-of-the-art performance on challenging
public benchmark datasets, it requires extensive training in order to adapt to different
layouts and sizes. Guo et al. [47] presented a CNN model that combines image features
and location probabilities of an indoor scene which are generated through simulation.
The authors employed a transfer learning strategy and used the Inception V3 network for
indoor scene recognition. Basu et al. [48] used the capsule neural network (CapsNet) for
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indoor scene recognition. The advantage of CapsNet’s shallow architecture is that it can
train more quickly and still deliver strong performance, particularly on smaller datasets.
Sun et al. [49] presented a method that combines deep features and sparse representation
for indoor scene classification. The method uses Faster R-CNN as an object detector to
extract object information and employs bag-of-words (BoW) to extract mid-level features.
While the deep learning models discussed above exhibit good results in indoor scene
classification, the challenges posed by inter-class similarities and intra-class variations
continue to limit their ability to achieve best performance. In indoor scenes, different
categories might share common visual features or layouts, leading to confusion for the
model in distinguishing between them accurately. This inter-class similarity can result in
misclassifications, where scenes with similar-looking attributes are mistakenly predicted.

3. Proposed Framework

In this section, we discuss the architecture and detailed pipeline of the proposed
framework for indoor scene recognition. The overall pipeline of proposed framework is
illustrated in Figure 1. Generally, the framework consists of two streams, namely, a global
stream and a local stream. Both these streams consists of deep learning models responsible
for extracting local and global information from the scene to aid the scene recognition task.
We provide details of each stream below.

3.1. Global Stream

The global stream is a critical component of the overall architecture designed to
understand the global context and semantic information present in the input image. It
aims to capture high-level features and relationships between different regions, objects, or
structures in the scene. To achieve this, the global stream utilizes a deep learning model
as its backbone, which forms the core framework for processing the image data. The
backbone model consists of several layers, including convolutional layers responsible for
feature extraction and down-sampling pooling layers. These layers automatically extract
hierarchical features and learn complex representations from the input image. Notably, the
shallow layers of the model learns low-level features, including, edges, texture, corner, etc,
while the high-order layers extract semantic and global information of the scene.

The global stream allows for the utilization of any deep learning model as its backbone,
including ResNet [50], DenseNet [51], VGG-16 [52], etc. However, in this particular work,
we use VGG-16 as the backbone model. VGG-16 is selected for its exceptional performance
and success in diverse computer vision tasks, especially scene recognition and object
detection. The network’s deep architecture enables it to effectively capture complex patterns
and contextual information, making it highly suitable for understanding complex scenes
with varying scales and detailed objects.

While VGG-16 has achieved remarkable success in numerous object detection and
scene recognition tasks, it faces challenges when applied to indoor scene recognition. This
is because indoor scenes are associated with unique challenges, including the complexity of
indoor scenes, diverse objects with different sizes, scales and colors, complex textures, and
varying lighting conditions. Furthermore, indoor scenes demand fine-grained recognition
capabilities to distinguish subtle differences between similar categories. For example, it
is challenging for the model to distinguish the difference between a living room and a
drawing room or bedroom. Because of this, the original VGG-16 model encounters setbacks
when applied to indoor scene recognition tasks.

To address the aforementioned challenges, it is desirable to modify the original VGG-16
architecture to enable it to extract (1) multi-scale features and (2) global contextual information.
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Figure 1. Detailed architecture of proposed framework for indoor scene classification.

3.1.1. Extracting Multi-Scale Features

Multi-scale features refer to representations of the input image at multiple resolutions
or levels of detail. These features encompass information about both fine details and
broader spatial contexts within the scene. In indoor environments, where scenes often
comprise various objects and elements of different scales and sizes, the utilization of multi-
scale features becomes particularly significant. To extract multi-scale features, we utilize
the feature maps from multiple layers of the network, each representing different scales
of information. For example, feature maps from early layers, such as conv2_x capture
fine details and local textures due to their smaller receptive fields. These feature maps are
well suited for extracting fine-grained information about small objects within the scene.
Conversely, feature maps from deeper layers, such as conv5_x, encompass larger receptive
fields and encode higher-level semantic information about the scene, including spatial
relationships between objects and overall scene context [53,54]. By combining feature
maps from multiple layers of VGG-16, we obtained a multi-scale representation of the
input image. This multi-scale representation preserves both fine-grained details and global
spatial information, facilitating more comprehensive scene understanding and improved
performance in tasks such as indoor scene classification.

To capture multi-scale features, we make modifications to the original VGG-16 archi-
tecture. We utilize the three convolutional layers of the VGG-16, namely, conv3_x, conv4_x,
and conv5_x. The overall mechanism of extracting multi-scale features is illustrated in
Figure 2. As is obvious from Figure 2, the sizes of the feature maps of these three layers
are not same. The size of the feature map of the conv5_x layer is half the size of that of
conv4_x. Similarly, the feature map of conv4_x is half the size of the feature map of conv3_x.
It is to be noted that convolutional layer conv3_x contains information about the small
objects, conv4_x contains information about the medium objects, while conv5_x contains
information about the large objects. To combine the feature maps of these three layers,
it is important to re-size the feature maps of these layers to make them suitable for the
fusion process. In order to do this, we employ one deconvolution operation (of size 2 x 2)
on convy to upscale the size of the feature map equal to the size of convs. Similarly, we
employ two deconvolution operations on convs (each of size 2 x 2) to upscale the size of
the feature map equal to the size of convz. After aligning the feature maps to the same
size, we first normalize the feature maps and employ element-wise addition to fuse the
feature maps from the three layers. Let () be the final fused feature map. The feature map
() now contains multi-scale information, providing valuable assistance in boosting the
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classification accuracy. The detailed architecture of the global stream model is provided in
Table 1.

Conv3_x
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Figure 2. Fusion mechanism for extracting multi-scale features from different layers of VGG-16.

Table 1. Detailed architecture of global stream model.

Global Stream
; ; ; # of
Layer No. of Layers Input Size Output Size Kernel Size Channels
Input 224 x 224 x 3 224 x 224 x 3
Conv1l_x 2 x Conv 224 x 224 224 x 224 3x3 64
Maxpool_1 1 x Maxpooling 224 x 224 112 x 112 2 x2 64
Conv2_x 2 x Conv 112 x 112 112 x 112 3x3 128
Maxpool_2 1 x Maxpooling 112 x 112 56 x 56 2x2 128
Conv3_x 3 x Conv 56 x 56 56 x 56 3x3 256
Maxpool_3 1 x Maxpooling 56 x 56 28 x 28 2x2 256
Conv4_x 3 x Conv 28 x 28 28 x 28 3x3 512
Maxpool_4 1 x Maxpooling 28 x 28 14 x 14 2x2 512
Conv5_x 3 x Conv 14 x 14 14 x 14 3x3 512
Input: Conv3_x
1 x Conv (56 x 56) 56 x 56 1x1 512
Fusion module 1 X De-Conv g‘g‘fzzcg")“"‘hx 56 x 56 2 %2 512
Input: Conv5_x
2 x De-Conv (14 x 14) 56 x 56 2x2 512
ASPP 4 x Conv Input: fusion 56 % 56 3 %3 512

(d=2,4,816) (56 x 56)

Figure 3 illustrates a visualization of the global stream. The input image is applied to
the global stream. The global stream exploits the feature maps of the conv3_x, conv4_x,
and conv5_x convolutional layers. From Figure 3, it is evident that the conv3_x layer
captures details of the small objects, while conv5_x captures details of the large objects in
the image. These features are then combined by fusion modules to generate a fusion feature
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map Q)¢. To further enrich this representation with global contextual information, the
feature map ()¢ undergoes further processing via the ASPP module, thereby enhancing its
global context. When comparing the fused feature map ()¢ with the final feature map )y, it
becomes evident that the ASPP modules enhance the global context by exhibiting maximum
activation (depicted in reddish color) over crucial regions that aid in the classification task.

Conv3_x

Fusion module

i
’ =

Conva_x Fused feature map: Final feature map:

f ]

Input image

Conv5_x

Figure 3. Visualization of feature maps from conv3_x, conv4_x, and conv5_x. The feature maps are
then combined with a fusion module to generate (¢, which is then passed through an ASPP module
to generate the final feature map Qg.

3.1.2. Extracting Local Contextual Information

While the fused feature map () contains multi-scale information, it may lack rich
contextual information. Therefore, we employ an atrous spatial pyramid pooling (ASPP)
module [55] to extract rich contextual information from the input image. The ASPP module
captures contextual information at different spatial scales and enables the network to
analyze the entire image and incorporate context from various scales. For this purpose,
we provide ()¢ as an input to the atrous spatial pyramid pooling module, which employs
atrous convolutions at multiple dilation rates (2, 4, 8, 16) to gather both local and global
context from various spatial scales. Let ()¢ be the feature map obtained after employing
the ASPP module. The ()¢ now contains multi-scale information as well as fine-grained
local details alongside broader contextual information.

3.2. Local Stream

Global contextual information alone is not enough to achieve high accuracy for the
indoor scene classification task. It is important to obtain fine-grained local information
as well to boost the performance. By incorporating fine-grained local information, the
model gains the ability to obtain detailed information from nearby areas, allowing the
model to recognize complex scenes. The local fine-grained information provides support
to the model to discriminate different scenes sharing a similar global layout but different
localized objects. To achieve this objective, we employ a fully convolutional-based object
detection model. This specialized model is capable of detecting various objects within the
scene. The features extracted from these localized objects are then merged with the global
stream model, creating discriminative feature maps. By combining the information from
both local and global sources, we enhance the model’s ability to discern and distinguish
between different objects and scenes effectively.

To obtain fine-grained local information of the objects, it is imperative to know the
location of various objects in the scene. In order to achieve this, we employ two different
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networks in the local stream. Generally, the local stream consists of two deep learning
networks. The first network is called the objectness network, which generates a large
number of scale-aware object proposals and predicts the objectness score for different
proposals. The second module is the object classification network, which classifies the
object proposals into specific categories.

The objectness network is a fully convolutional network designed to predict the
objectness score for different regions of an input image. Generally, the objectness network
is a binary classifier, which classifies each proposal into two categories—foreground objects
or background. In this context, the network only classifies proposals obtained from the
input image as containing an object or not. In other words, the objectness network provides
the likelihood of regions containing objects. The input of the objectness network is an
arbitrary size image and the output is the objectness map. Each pixel in the objectness map
represents the presence of the object in the scene. The darker the pixel, the higher is the
probability of the foreground objects, while the blueish pixels represent the background.
We then employ blob analysis on the objectness map to obtain multi-scale region proposals.

To train the objectness network, we adopt patch-level training instead of a whole image.
In this strategy, we divide the image into multiple overlapped patches. We then annotate
each patch as positive (contain foreground objects) or negative patches (background). We
use the following objective function to optimize the loss and formulated as Equation (1):

1 N
L=+ Y gti-log(py + (1 —gt;).log(1 — p;) 1)
i=1

where N represents the total number of patches, and gt; and p; represent the ground truth
and predicted class of patch i, respectively.

After generating the object proposals, the next step is to classify each proposal into a
specific class. For this purpose, we employ another deep learning model which has a similar
structure to the objectness network. However, unlike the proposal generation network that
predicts binary labels, the classification model assigns each proposal to specific pre-defined
categories. For training, we use the same patch-wise training strategy as we did for training
the proposal generation network. The key distinction is that we now assign class labels
to each patch instead of utilizing binary labels to generate objectness maps. The detailed
architecture of the local stream model is illustrated in Table 2. It is to be noted that the
local stream model follows the pipeline of VGG-16. Initially, we train the VGG-16 on the
dataset and then, during the inference stage, we utilize the four convolutional blocks of
the network.

In our experimentation, we implemented an image pyramid consisting of three levels,
{51, 52, S3}. This approach involved resizing the input image into three distinct sizes, each
subsequently fed into the network. Consequently, the network produced three separate
objectness maps, each corresponding to one of the resized images. Specifically, our experi-
ments utilized an image pyramid with sizes of 56 x 56, 112 x 112, and 224 x 224. Let 5;
correspond to scale 56 x 56, Sp to 112 x 112, and S3 correspond to scale 224 x 224. This will
generate three scales of the input image by resizing it accordingly. Subsequently, each re-
sized image was provided to the local stream, resulting in the generation of corresponding
heatmaps. Let ()1, (), and )3 be the corresponding heatmaps.

Figure 4 depicts the heatmaps obtained from the different scales. Initially, the input
image was resized to a scale of 56 x 56 before being inputted into the local stream. The
resulting feature map (); was then resized to match the size of the input image. Similarly,
heatmaps were generated for scales of 112 x 112 and 224 x 224. From the Figure 4, it is
evident that the local stream model focuses on localized regions, as indicated by bounding
boxes highlighted in red. It is worth mentioning that while the global stream model
prioritizes capturing information about large objects and global context, the local stream
model aims to capture details of smaller objects. For instance, in Figure 4, the local stream
effectively detects various local objects, such as tap water, bottles, and toothbrushes, etc.



Computers 2024, 13, 121 10 of 20

This localized information is crucial for scene recognition, as these objects are typically
found in settings like bathrooms rather than in other areas like living rooms.

Table 2. Detailed architecture of local stream model.

Local Stream

Layer No. of Layers Input Size Output Size Kernel Size  # of Channels
S1: 56 x 56 x 3 S1: 56 x 56 x 3

Input S2:112 x 112 x 3 S2:112 x 112 x 3
S3:224 x 224 x 3 S3:224 x 224 x 3
S1: 56 x 56 S1: 56 x 56

Convl_x 2 x Conv S2: 112 x 112 S2: 112 x 112 3x3 64
S3: 224 x 224 S3: 224 x 224
S1: 56 x 56 S1: 28 x 28

Maxpool_1 1 x Maxpooling ~ 52: 112 x 112 S2: 56 x 56 2x2 64
S3: 224 x 224 S3: 112 x 112
S1: 28 x 28 S1: 28 x 28

Conv2_x 2 x Conv S2: 56 x 56 S2: 56 x 56 3x3 128
S3: 112 x 112 S3: 112 x 112
S1: 28 x 28 S1:14 x 14

Maxpool_2 1 x Maxpooling  52: 56 x 56 S2: 28 x 28 2x2 128
S3: 112 x 112 S3: 56 x 56
S1:14 x 14 S1:14 x 14

Conv3_x 3 x Conv S2:28 x 28 52:28 x 28 3x3 256
S3: 56 x 56 S3: 56 x 56
S1:14 x 14 S1:7x7

Maxpool 3 1 x Maxpooling  52: 28 x 28 52:14 x 14 2x2 256
S3: 56 x 56 S3:28 x 28
S1:7x7 S1:7x7

Conv4_x 3 x Conv S2:14 x 14 S2:14 x 14 3x3 512
S3:28 x 28 S3:28 x 28

Input image Q,:56x56

Q,:112x 112 Q,:224x224

Figure 4. Original input image and corresponding heatmaps at scales of 56 x 56, 112 x 112, and
224 x 224, showcasing the local stream’s focus on capturing details of local objects essential for
scene recognition.
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The multi-branch fusion module combines feature maps from both the local (1, 2y,
()3) and global streams ({)g). Initially, it ensures that both feature maps are resized to match
the same dimensions of the input image. To do this, the feature maps from the local stream
(1, ), Q)3) are re-sized to 224 x 224. Similarly, the feature map from the global stream
(Qg) is also re-sized to 224 x 224. Subsequently, element-wise addition is performed on
these feature maps to produce a final fused map. This final fused map is then fed into
the fully connected layers, followed by a softmax classifier, to yield the final score for the
input image.

We implement the proposed framework using the PyTorch library [56]. We utilize the
Adam optimizer [57] and apply the cross-entropy loss function to all models. Both the local
and global stream models undergo training for 60 epochs with a batch size of 64, and the
initial learning rate is set to 0.0001. The learning rate undergoes consistent updates, being
divided by 10 after every 10 epochs.

4. Experiment Results

In this section, we discuss the experimental results for indoor scene classification, and
provide a comprehensive analysis of the outcomes achieved through the evaluation and
comparisons with state-of-the-art methods. In this section, we also provide details of the
range of performance metrics used to evaluate the performance of the proposed framework
and also details of the dataset curated for indoor scene classification.

4.1. Dataset

In this study, we employ the SRIN dataset as the foundation for our indoor scene
classification task. The SRIN dataset, originally compiled by Othman et al. [58], is derived
from indoor scenes within various residences in Vancouver city. This dataset comprises five
distinct classes, including bathrooms, kitchens, dining rooms, living rooms, and bedrooms,
with each class containing a set of 37,288 images. These images capture scenes from diverse
perspectives, varying angles, and varying distances from the camera, all from a robotic
viewpoint rather than a human’s perspective. The average resolution of the images in our
dataset is 1600 x 1200 pixels, captured from a camera on a Nao humanoid robot of height
0.6 m with an approximate field of view ranging from 30 to 45 degrees. We found this
resolution and field of view to be sufficient for capturing detailed information in indoor
scenes. The dataset is challenging due to several factors, including the diversity of scenes
captured, variations in lighting conditions, complex object interactions, and the presence
of ambiguities in certain images. The samples from each class are illustrated in Figure 5,
while Figure 6 shows the samples per class.

To address the limited number of samples per class and prevent overfitting, we utilize
augmentation techniques to expand the training dataset. For this purpose, we apply various
transformations, such as rotations, translations, flips, and adding noise, to the existing
dataset, effectively creating new variations of the data. We believe that the augmentation
technique not only increases the size of the dataset but also introduces diversity, which
may help the model to learn more robust and generalizable features. For both training and
testing, we adhere to the same approach as employed by [58], allocating 29,832 samples for
training and reserving the remainder for testing.
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Bathroom Bedroom Dinning room Kitchen Living room

Figure 5. Samples of different categories from SRIN dataset. The first column represents the samples
of the Bathroom class. The second column represents the samples from the Bedroom class, the third
column represents samples from the Dining room class, and the fourth and fifth columns represent
samples from the Kitchen and Living room classes, respectively.

7700

7600

7500
7400
7300
7200
7100
7000
6900

HBathroom B Bedroom M Dining room Kitchen M Living room

Figure 6. Distribution of samples per class.

4.2. Evaluation Metrics

In the context of indoor scene classification, the careful choice of evaluation metrics
plays a pivotal role in accurately gauging a model’s performance. Commonly used evalua-
tion metrics to assess the performance of models include precision, recall, the F1-score, and
confusion matrices.

Precision measures the model’s capacity to precisely identify indoor scenes, with a focus
on minimizing incorrect identifications and formulated as Precision = - Osglﬁgspfsggl‘;gsp stves”
Recall assesses how well the model can identify all indoor scenes correctly, with an emphasis on

inimizine i i —_ True Positives
minimizing instances of false negatives and formulated as Recall = 1posties + False Ne Safves”
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Confusion matrices, on the other hand, measure the overall performance of the framework,
offering valuable insights into the model’s classification performance.

To evaluate the effectiveness of the proposed framework, we report the performance in
terms of a confusion matrix, as illustrated in Figure 7. Figure 7 represents the performance
of the proposed framework in predicting the five different classes (Bathroom, Bedroom,
Dining room, Kitchen, and Living room). From the Figure 7, it is observed that the proposed
framework achieves 100% accuracy in predicting the Bathroom, Bedroom, and Dining room
classes. However, we observe that the proposed framework faces challenges in precisely
predicting the Kitchen class; it is clear from the confusion matrix that the framework
misclassifies 8.3% of instances of the Kitchen class as the Bathroom class. This is because
both the classes share similar features or characteristics. A similar case was observed in the
Living room class, where the model misclassifies 6.2% of instances of the Living room class
as Bedroom.

bath 100.0%

bed 100.0%

din

True Class

kit

liv

bath bed din kit liv
Predicted Class

Figure 7. Performance of the proposed framework in terms of a confusion matrix. Each row in the
matrix represents the true class, while each column represents the predicted class. The values in the
matrix indicate the percentage of instances that were correctly or incorrectly classified.

The proposed framework demonstrates exceptional performance in scene classifi-
cation, as is evident from the precision, recall, and F1-score values presented in Table 3.
From Table 3, it is obvious that the proposed framework achieved 100% precision in all the
classes, while the framework achieved a 100% recall rate and F1-score in the Bathroom,
Bedroom, and Dining room classes. The framework also achieved a more than 90% recall
rate and Fl-score in the complicated classes, which include the Kitchen and Living room
classes. Such high performance across the board reflects the robustness and accuracy of the
framework in categorizing scenes.

This impressive performance can be attributed to the dual-branch architecture of
the proposed framework. The first branch is responsible for extracting global features
from the input data. These global features provide a broad understanding of the scene,
allowing the model to grasp high-level information. Simultaneously, the second branch
focuses on extracting multi-scale local discriminating features, which are crucial for scene
classification. These local features enable the model to capture complex details and patterns
within the scenes.
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Table 3. Performance of proposed framework in terms of precision, recall, and F1-score.

Class Name Precision Recall F1-Score
Bathroom 1.00 1.00 1.00
Bedroom 1.00 1.00 1.00
Dining room 1.00 1.00 1.00
Kitchen 1.00 091 0.95
Living room 1.00 0.93 0.96

We compare the performance of various deep learning models, including, AlexNet [59],
VGG-16 [52], ResNet-50 [50], ResNet-152 [50], EfficientNet [60], DenseNet-121 [51], Shuf-
fleNet [61], MobileNet [62] in Table 4. Table 4 presents a comprehensive performance
comparison of deep learning models applied to the task of scene characterization across
various indoor scenes. Each method’s performance is evaluated based on precision (P),
recall (R), and the Fl-score, providing a detailed insight into their ability to accurately
identify and classify scenes. From Table 4, it is obvious that moderate performance is
demonstrated across all scenes. The prime reason behind the moderate performance of
AlexNet is the simplicity of its architecture. AlexNet has fewer layers and is not capable
of extracting deep discriminating features, especially in complex patterns and scenes like
kitchens and living rooms. Furthermore, AlexNet may struggle with the scale variation
and hierarchical features that are vital for scene recognition. Similarly, VGG-16 exhibits
relatively lower performance in scene characterization compared to the other methods.
One of the major reasons for its lower performance is that VGG-16 has a significantly larger
number of layers compared to models like EfficientNet and MobileNet, which makes it
more prone to overfitting when the training data are limited. The overfitting problem
reduces the models ability to generalize to unseen scenes. On the other hand, DenseNet-121
consistently performs well across all scenes with Fl-scores ranging from 85.1% to 91.5%.
This is because the dense connectivity allows the model to capture a wide range of features,
effectively enabling the model to be adept at recognizing different scenes. EfficientNet
achieves good performance with Fl-scores ranging from 90.4% to 94.5% across all the
scenes. This is due to the efficient architecture of the model (a balance between the model’s
size and performance), which captures relevant features efficiently, enabling the model to
recognize complex scenes accurately. In contrast to the reference methods, the proposed
approach consistently outperforms them in all scene categories. This superior performance
can be attributed to the dual-branch architecture of the proposed framework, which is a
key innovation that adeptly fuses global and local information. The global branch enables
the framework to capture the overall context and semantic details within the input im-
age, whereas the local branch plays a pivotal role in enhancing the model’s capacity to
distinguish between scenes that share similar global layouts but distinct localized objects.

In Figure 8, we present a visualization of the feature maps originating from both the
local and global streams within the proposed framework. This allows us to visualize the
inner working of different streams of the framework and to understand how the network
triggers activations in different layers for specific features, textures, and objects.

From Figure 8, it is obvious that the feature maps obtained from the global streams
have activations spread over the whole image. These activations provide valuable insights
into what the network deems important when making high-level decisions about the input
image. This is because the global stream utilizes the feature map of the last convolutional
layer that captures the global context which represents the whole input image. We observe
that the feature map obtained from the global stream emphasizes the presence of large
objects, background structures, and spatial arrangements that are critical for recognizing
the global context of the scene. The feature map obtained from the local stream captures
local details and activations that are concentrated in specific, localized regions of the image
rather than being spread across the entire image. This implies that the local stream pays
attention and is responsive to particular areas within the input. For example, if the input
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image represents a kitchen scene, the feature map may highlight details such as the texture
of the countertop, the appearance of the kitchen utensils, or the arrangement of the items
on a shelf. The activations in such feature maps are closely tied to these local elements,
emphasizing the network’s capability to recognize and emphasize fine-grained information
that is crucial for understanding the localized characteristics of the scene.

Table 4. Performance comparison of different methods in characterizing different scenes. P represents
the precision, R represents recall and F1 shows the F1-score.

Methods Bathroom Bedroom Dining Room Kitchen Living Room
P R F1 P R F1 P R F1 P R F1 P R F1

AlexNet 704 657 680 657 659 658 682 657 670 563 611 586 594 59.7 595
VGG-16 757 749 753 753 713 733 731 720 725 678 654 666 684 647 665
ResNet-50 89.0 764 822 844 761 800 812 794 803 793 757 774 795 786 79.0
EfficientNet 958 933 945 962 927 944 941 945 943 932 877 904 920 895 90.7
DenseNet-121 903 927 915 906 89.6 901 936 898 91.6 844 89 8.1 875 860 867
ShuffleNet 747 723 735 730 721 725 697 754 724 646 680 662 652 648 65.0
MobileNet 747 705 725 739 694 715 722 690 706 659 629 643 648 602 624
ResNet-152 852 843 847 842 824 833 885 843 864 822 793 807 869 823 845
Proposed 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 91.0 95.0 100.0 93.0 96.0

Figure 8. Visualization of feature maps obtained from both the local and global streams of the
proposed framework, showcasing their respective contributions in capturing local details and global
context within the input image. The first column shows the random sample frames, the second
column shows the output of the feature map of the global stream, while the 3rd, 4th, and 5th columns
represent the feature maps of the local stream.

5. Ablation Study

In this section, we describe an ablation study to analyze the influence of both local
and global streams on the effectiveness of the proposed framework. Additionally, we
aim to understand the impact of various factors, such as different backbone networks, the
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integration of multi-scale fusion, and the incorporation of ASPP modules, on the overall
performance of the framework. Through this analysis, we seek to gain deeper insights
into the contributions of these elements towards achieving optimal performance in our
framework. For the ablation study, we use nine different configurations. The ablation study
is presented in Table 5. We provide the details of each configuration as follows:

Table 5. Ablation study to evaluate the effect of local and global streams along with backbone network
on the performance.

Global Stream Local Stream

Configs AvgP AvgR AvgF1
’ [::3)(())35 Multi-Scale - ASPP Nle:t(i\l:)rk N(e::vl:rk ’ ’ ’
C1 No 7210  69.60  70.82
C2 VGG-16 Yes No No 7997 7642  78.15
C3 Yes No 86.64 8382 8520
C4 No VGG-16 80.52 79.73  80.12
C5 VGG-16 Yes Yes ResNet 100.00 96.80  98.37
Cé6 ResNet ResNet 99.07 9814  98.60
C7 DenseNet ResNet 99.64 9776  98.69
C8 EfficientNet ves DenseNet 98.02 9715  97.58
C9 DenseNet DenseNet 99.89  98.14  99.00

1. Configuration C1 utilizes the VGG-16 backbone network in the global stream without
incorporating multi-scale features or ASPP. Furthermore, this configuration does not
include a local stream.

2. C2builds upon C1 by introducing multi-scale processing in the global stream. This
configuration does not incorporate an ASPP module and local stream.

3. C3further enhances the global stream by incorporating ASPP along with multi-scale
processing; however, a local stream is missing.

4.  Configuration C4 does not include a global stream; however, it employs a local stream
with VGG-16 as the backbone of the FCN and CNN networks.

5. Configuration C5 integrates both global and local streams, leveraging the VGG-16
backbone network in the global stream along with multi-scale fusion and ASPP
modules. In the local stream, it utilizes the ResNet architecture for both the FCN and
CNN networks.

6. Configuration C6 adopts ResNet as the backbone network for the global stream,
incorporating multi-scale fusion and ASPP modules. Similar to C5, it utilizes ResNet
in the local stream as well.

7. Configuration C7 utilizes DenseNet in the global stream along with multi-scale fusion
and ASPP modules. In the local stream, it employs ResNet.

8.  Configuration C8 utilizes EfficientNet as the backbone network in the global stream
along with multi-scale fusion and ASPP modules and DenseNet in the local stream.

9.  Configuration C8 utilizes DenseNet as the backbone network in the global stream
along with multi-scale fusion and ASPP modules and DenseNet in the local stream.

The performance of these different configurations is measured using the average preci-
sion, recall, and F1-score across all the classes of the dataset. Comparing the performance of
C1, C2,C3, C4, and C5 allows us to understand the effect of multi-scale and ASPP modules,
as well as the importance of local and global streams. From Table 5, it is evident that config-
uration C1 performs relatively poorly. This can be attributed to the fact that C1 solely relies
on the VGG-16 backbone network. The issue with this configuration is that the network
utilizes the feature map of the last convolutional layer for classification. The receptive field
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of the last convolutional layer is large, which may capture details of large objects but may
miss important information about smaller objects. In contrast to this method, configuration
C2 utilizes multi-scale features, as discussed in Section 3.1.1. However, performance further
improves with the incorporation of the ASPP module in configuration C3. Additionally,
from Table 5, we also recognize the importance of local and global stream modules. The
performance of C4 is lower compared to C5, which incorporates the global stream with
multi-scale and ASPP modules, along with the local stream.

Furthermore, the performance of configurations C6, C7, C8, and C9 provides insights
into the effect of different backbone architectures in both local and global streams. Con-
figurations C6, C7, C8, and C9 each utilize distinct backbone networks, including ResNet,
DenseNet, and EfficientNet, in various combinations across the global and local streams.
From Table 5, it is evident that despite the differences in backbone architectures, the perfor-
mance improvements observed among these configurations may not be notably significant
to report. This may be because indoor scenes often exhibit relatively consistent visual
characteristics compared to more diverse outdoor environments. As a result, the architec-
tural differences of backbone networks may not significantly impact performance when
distinguishing between indoor scenes.

6. Time Complexity

In this section, we evaluate the performance of different models along with the pro-
posed method in terms of computational complexity during the inference time. Time
complexity is an important measure to understand the computational requirement of the
model and its applicability in real time or near to real time. The time complexity of different
models is provided in Table 6. From Table 6, it is evident that AlexNet take less inference
time compared to the other models. This is because AlexNet has a very simple architecture
with a limited number of layers. On the other hand, ResNet-50 and DenseNet-121, despite
dense connections and a complex architecture, achieve good inference time. The proposed
method, however, lags behind the reference models due to the complex architecture of
the framework. Despite a high reference time, the model achieves good results in terms
of average precision, recall, and Fl-score rates. This analysis shows that our proposed
method strikes an optimal balance between execution time and accuracy, despite its higher
computational demands compared to the reference models.

Table 6. Time complexity comparisons of different models during the inference time (in seconds).
Performance is measured in terms of average precision (Avg P), average recall (Avg R), and average
F1-score (Avg F1).

Method Inference Time (in Seconds) Avg P AvgR Avg F1
AlexNet 127 64.0 63.6 63.8
VGG-16 3.14 721 69.6 70.8
ResNet-50 2.56 82.7 772 79.8
DenseNet-121 2.37 89.3 88.8 89.0
Proposed 6.52 100.0 96.8 98.2

7. Conclusions

In this work, we present a dual-stream framework for indoor scene classification,
which is a crucial task for enabling effective navigation and interaction of social robots
within diverse indoor environments. The framework addresses the problems of inter-
class similarity and intra-class variance by proposing a global-local stream architecture.
The global stream of the framework captures high-level features and relationships across
different regions and objects, while the local stream employs fully convolutional networks
to extract detailed local information. Our experiments on a challenging dataset have
showcased the effectiveness of this dual-stream framework, which outperforms existing
methods across various indoor scenes.
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The proposed dual deep learning framework can be integrated with other vehicle
technologies, such as LiDAR and radar, to enhance situational awareness and improve
decision-making in autonomous vehicles. For example, integrating our proposed frame-
work with LiDAR can enable more accurate scene understanding by incorporating detailed
3D information alongside visual data. Moreover, radar can complement our framework by
providing additional information about the velocity and trajectory of objects, enhancing
the vehicle’s ability to predict and respond to dynamic scenarios.

The research findings of the proposed framework may inspire future innovations
in autonomous vehicle solutions in enhancing scene understanding and navigation. By
demonstrating the capability to accurately classify complex indoor scenes, our research
paves the way for more intelligent and adaptable autonomous vehicles capable of navigat-
ing diverse environments with greater precision and safety. Furthermore, in future work,
we will optimize the proposed framework to make it suitable for real-time applications
without compromising its performance.
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