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Abstract: In this paper, a novel control architecture is proposed in which FMPC couples feedback
from model predictive control with feedforward linearization. The proposed approach has the
computational advantage of only requiring a convex quadratic program to be solved instead of a
nonlinear program. Feedforward linearization aims to overcome the robustness issues of feedback
linearization, which may be the result of parametric model uncertainty leading to inexact pole-zero
cancellation. A DenseNet was trained to learn the inverse dynamics of the system, and it was
used to adjust the desired path input for FMPC. Through experiments using quadcopter, we also
demonstrated improved trajectory tracking performance compared to that of the PD, FMPC, and
FMPC+DNN approaches. The root mean square (RMS) error was used to evaluate the performance
of the above four methods. The results demonstrate that the proposed method is effective.

Keywords: flatness-based model predictive control; DenseNet; DNN; differential flatness; feedforward
linearization

1. Introduction

Quadcopters have experienced a substantial surge in popularity. The quadcopter-like
Parrot AR.Drone [1] is presently employed in various applications, including but not limited
to tasks such as inspection [2], search and rescue missions [3], mapping operations [4], and
photography. Historically, PID controllers have been chosen for their simplicity and satisfactory
performance. However, they may not offer optimal performance when dealing with diverse
trajectories that have significant curvature. This research aims to develop a model predictive
controller (MPC) [5] that addresses the limitations of proportional–integral–derivative (PID)
controllers and offers enhanced trajectory-tracking capabilities for quadcopters. An MPC is an
optimum control strategy that efficiently solves an optimization problem in real-time. Current
real-time NMPC frequently performs only one iteration of a sequential quadratic program (SQP)
with Gauss–Newton approximation, resulting in a suboptimal NLP solution [6,7]. The primary
goal of an MPC is to calculate the most favorable control input by considering the current state
and a desired set of future states. Various versions of MPC controllers are proposed in the
literature. The methodology employed in this study is like the strategy proposed by M. Greeff
and A. Schoellig in [8]. It incorporates the differential flatness characteristic of quadcopters
combined with feedforward linearization and is commonly known as flatness model predictive
control (FMPC).

MPCs outperform PID controllers for quadcopter applications. However, they still
rely on a correct underlying system model, which may be challenging to accomplish in
practice. To understand the unmodeled dynamics of the system, a DenseNet was trained
using a methodology similar to that described in a previous study [9]. In that study, the
network successfully learned the inverse dynamics of the system and was subsequently
utilized to modify the desired trajectory employed by model predictive control (MPC).

Model predictive control has various versions, including nonlinear MPC [6], which
addresses the non-convex, nonlinear optimization problem by employing direct nonlinear

Actuators 2024, 13, 154. https://doi.org/10.3390/act13040154 https://www.mdpi.com/journal/actuators

https://doi.org/10.3390/act13040154
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/actuators
https://www.mdpi.com
https://doi.org/10.3390/act13040154
https://www.mdpi.com/journal/actuators
https://www.mdpi.com/article/10.3390/act13040154?type=check_update&version=1


Actuators 2024, 13, 154 2 of 16

dynamics. The methodology is characterized by a high computation and a susceptibility
to converging towards local minima. An alternative method is linear MPC [5], which
involves linearizing the nonlinear model, bringing up a convex problem. This approach is
simpler than nonlinear MPC. However, it suffers from performance drawbacks because of
linearization. J.A. Primbs et al. [10] integrated feedback linearization with MPC. According
to [11], coupling linear MPC with feedback linearization requires nonlinear term cancel-
lation, making its robustness to noise, parameter uncertainty, and disturbances difficult
to assess. They suggest including plant uncertainty in MPC+FBL (MPC and feedback
linearization). MPC+FBL lacks robustness by failing to account for known input time
delays. This approach eliminates nonlinear components through the feedback linearization
process, leading to an optimization problem for MPC that can be formulated as a linear
system of equations. This method is advantageous because it allows for the resulting
optimization problem to be formulated as a quadratic program known for its computing
efficiency. Furthermore, linearization around a fixed point is unnecessary. Typically, it is
observed that the feedback linearization approach is subject to robustness problems. Thus,
utilizing MPC with feedforward linearization is a potentially more effective method [8] in
which the optimal future states are used to cancel the nonlinear terms. This requires dealing
with the optimal future states obtained during the optimization process to overcome the
influence of nonlinear components through a feedforward mechanism. Feedforward lin-
earization aims to address the robustness challenges that arise from feedback linearization.
These challenges may occur due to uncertainties in the parametric model, leading to the
imperfect cancellation of poles and zeros [12]. For example, implementing feedforward
linearization in the ball-plate experiment enhanced tracking performance compared to
feedback linearization [13]. Due to the coupling of linear MPC with feedback, linearization
requires nonlinear term cancellation, making its robustness to noise, parameter uncer-
tainty, and disturbances difficult to assess. Feedforward linearization aims to overcome
the robustness issues of feedback linearization, which may be the result of parametric
model uncertainty leading to inexact pole-zero cancellation. The proposed methodology
in this paper combines feedforward linearization with MPC, improving robustness and
tracking performance.

The authors of [14] mainly investigate real-time optimal trajectory generation tech-
niques, which enable dynamic systems in engineering applications to perform optimal
trajectory planning under constraints. They discuss the concept of differential flatness and
its application in trajectory generation. They describe the controllability and observability
of a system. If a system is differentially flat, then all of its states and inputs can be parame-
terized by its outputs and a finite number of their derivatives. This implies that the dynamic
behavior of the system can be fully captured by a finite-dimensional representation of the
outputs, thereby simplifying the trajectory generation problem. The FMPC described in [8]
employs differential flatness, a feature of many physical systems, such as cranes, cars with
trailers, and quadrotors [15]. Differential flatness separates a nonlinear model into linear
dynamics and nonlinear transformations. This characteristic is applicable in both feedback
and feedforward linearization [12]. To put it in basic terms, a method is differentially flat
if its state can be represented in terms of a flat output and its derivatives, which are not
related to each other using a differential equation [15,16]. This problem is simplified by
expressing the state in its flat counterpart, as the system formulation in the flat output
space is linear. This allows for the integration of all of the nonlinear components into the
feedforward linearization process.

MPC relies on an underlying accurate system model, which is hard to achieve because
modeling aerodynamic drag, vibrations, and so on for a quadcopter is difficult. Much
work can be found in the literature to learn the unknown dynamics of robotic systems. N.
Petit, Mark B. Milam, and R.M. Murray [17] proposed a computationally efficient technique
for the numerical solution of optimal control problems. This method utilizes tools from
the nonlinear control theory to transform the optimal control problem to a new, lower-
dimensional set of coordinates. Through numerical examples, it is shown that increasing
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the use of inverse mapping significantly improves the execution speed without sacrificing
the convergence rate. Machine learning approaches have been successfully integrated into
control system designs in several instances, leading to improved tracking performance in
the presence of unpredictable environments [18–21]. Examples of these machine learning
techniques include but are not limited to Gaussian Processes (GPs), ILC, and DNNs [22],
among others. In [23], a recurrent neural network (RNN) was introduced that learned the
dynamics of automated food slicing. The network was employed along with the MPC
optimization loop to control the actions of a robot slicing different kinds of food items with
a knife. Despite its effectiveness, the strategy incurs significant computational costs since
the approach needs to learn the system’s dynamics from the beginning. In the case of a
quadcopter, the conventional dynamics model remains an accurate representation of the
actual system. Consequently, abandoning this model and learning the dynamics from the
start would be inefficient.

A more effective strategy is to enhance and refine the existing model of the system, as
suggested in [8], by training a deep neural network (DNN) to learn the inverse dynamics
of a quadcopter following an impromptu trajectory. So, the deep neural network (DNN)
was able to learn the inverse dynamics of a quadcopter and was used to adapt the desired
flight path employed by MPC. Early review publications [24,25] explain how DNNs can be
coupled with control approaches like predictive and adaptive control to account for system
uncertainties and non-idealities. Numerous studies have demonstrated the effectiveness
of using DNNs in various control applications. In [26], it was shown that DNNs can help
linear quadratic regulators (LQR) manage trajectory tracking by approximating unmodeled
quadrotor dynamics. In [27] and related studies in the literature, DNNs were employed to
account for model uncertainty in manipulator impedance control. The trained DNN was
then used to adjust the input to the controller to improve performance. However, during
the training process of a DNN, the employment of gradient descent methods can often
result in the problem of gradients converging towards zero, which can impede training to a
standstill, particularly as the number of network layers grows. Consequently, the premature
termination of training activity occurs, resulting in suboptimal parameter optimization. The
solution to this problem is adopting a DenseNet [28], which is a feedforward convolutional
neural network (CNN) architecture that links each layer to every other layer, incorporates
skip connections, and effectively prevents the issue of premature optimization termination.
Employing DenseNet guarantees that the parameter gradients do not converge to values
extremely close to zero while undergoing optimization. This allows for the optimization of
network parameters towards suitable optimal solutions.

We proposed an efficient controller to control a quadcopter and obtained a reliable
trajectory-tracking performance. The significant contributions of this article are as follows:

(1) This study proposes a novel control architecture in which FMPC couples feedback
from model predictive control with feedforward linearization to provide a more
reliable trajectory-tracking performance.

(2) To further improve the performance of the above control architecture, a DenseNet
was trained to learn the inverse dynamics of the system, which was used to adjust the
desired path input to FMPC.

(3) DenseNet and the feedforward linearization combined with feedback model predic-
tive control both form a larger feedback system to improve the control robustness and
trajectory-tracking performance of the quadcopter.

This paper is organized as follows: Section 2 explains the problem statement, Section 3
presents the background knowledge, and Section 4 describes the methodology of using
MPC and learning the dynamics. Finally, Section 5 presents the experimental results and a
discussion of the proposed techniques. Section 6 concludes the paper and describes future
work objectives.
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2. System Description

The mathematical model developed in the above section can be represented in a
state-space form,

.
x= f (x,u), where the state and the input are given by

x(t) =
[
x, y, z,

.
x,

.
y,

.
z, ϕ, θ, ψ

]T (1)

u(t) =
[ .
zcmd, ϕcmd, θcmd,

.
ψcmd

]T
(2)

where x, y, and z represent the linear position of the quadcopter; ϕ, θ, and ψ correspond
to the quadcopter’s roll, pitch, and yaw angles;

.
zcmd is the commanded velocity in the z

direction; ϕcmd is the commanded roll angle; θcmd is the commanded pitch angle; and
.
ψcmd

is the commanded yaw rate.
The system model is given by

.
x = f (x(t), u(t)) =



.
x
.
y
.
z

(sin ϕ sin ψ+cos ϕ sin θ cos ψ)(
..
z+g)

cos θ cos ϕ
(− sin ϕ sin ψ+cos ϕ sin θ sin ψ)(

..
z+g)

cos θ cos ϕ
1
τz

( .
zcmd −

.
z
)

1
τϕ
(ϕcmd − ϕ)

1
τθ
(θcmd − θ)

.
ψcmd


(3)

where x(0) = x0, and y(t) = x(t). Note that the system’s response to the inputs
.
zcmd, ϕcmd&θcmd

was modeled using first-order differential equations, which worked fine with the simulation
environment. The values of the time constants

(
τz, τϕ, τθ

)
were identified by observing the

system’s step response.
We consider the hover to be

(
ϕ = 0, θ = 0,

..
z = 0

)
, where we assume that our current

yaw angle remains constant at each time step.
Our control system comprises a low-level onboard controller and an MPC outer-loop

controller. The MPC controller is capable of sending commands:
( .

zcmd, ϕcmd, θcmd,
.
ψcmd

)
.

Here
.
zcmd represents the desired velocity in the z direction, ϕcmd is the desired roll

angle, θcmd is the desired pitch angle, and
.
ψcmd is the desired yaw rate.

We begin by performing a system identification process to enhance the trajectory
tracking accuracy. This process is similar to the method described in reference [29], allowing
us to estimate the inner-loop attitude dynamics.

.
ϕ = 1

τϕ

(
kϕϕcmd − ϕ

)
.
θ = 1

τθ
(kθθcmd − θ)

.
ψ =

.
ψcmd

(4)

The symbols τϕ and τθ indicate time constants. kϕ and kθ show defined gains, and the
angles ϕ, θ, and ψ correspond to the quadcopter’s roll, pitch, and yaw angles. In contrast
to [28], we refrain from transmitting a direct thrust command, Tcmd. As a result, we make a
comparable system identification to calculate the z-velocity dynamics using a second-order
response with a time delay (td) of 0.1 s as follows:

...
z (t) = − 1

τz

.
z(t)− 1

τIz

..
z(t) +

2
τCz

.
zcmd(t − td) (5)

where τz, τIz, and τCz are known time constants.
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3. Background Knowledge

A nonlinear system model (3) is considered differentially flat if it exists ζ(t) ∈ Rm,
consisting of differentially independent components (meaning they are not related to each
other through a differential equation), and the following condition is satisfied [15]:

ζ = Λ
(

x, u,
.
u, . . . , u(δ)

)
(6)

x = Φ
(
ζ,

.
ζ, . . . , ζ(ρ−1)

)
(7)

u = Ψ−1
(
ζ,

.
ζ, . . . , ζ(ρ)

)
(8)

where Λ, Φ and Ψ−1 denote smooth functions, δ and ρ represent the maximum orders of
derivatives, u and ζ are required to explain the system, and ζ = [ζ1, . . . , ζm]

T is referred to
as the flat output.

Every system that exhibits differential flatness can be mathematically described using
a Brunovsky state (also known as a flat state):

z :=
[
ζ1,

.
ζ1, . . . , ζ

(ρ−1)
1 , . . . , ζm, . . . , ζ

(ρm−1)
m

]T
(9)

It should be noted that ρi represents the highest order derivative of ζi found in
Equation (8).

By using the state transformation between the flat state z and state x, derived by the
differentiation of Equation (6) and utilizing Equation (7), we may convert Equation (2) into
the standard form.

ζ
(ρi)
i = αi

(
ζ,

.
ζ, . . . , ζ(ρ−1), u,

.
u, . . . , u(σi)

)
:= vi (10)

where αi, i = 1 . . . m represents a smooth function formed by the process of the transfor
mation. Note that σi is the highest derivative of u after ρi times differentiating ζi in
Equation (6). The flat input, v, is defined as follows:

v := [v1, v2, . . . , vm]
T (11)

By applying the explanations provided in (9) and (11), we rephrase (10) as follows:

.
z = Az + Bv (12)

v = Ψ
(

z, u,
.
u, . . . , u(σ)

)
(13)

where σ = maxσi The linear flat model is denoted as (12). By replacing the definitions in
Equations (9) and (11), we may rephrase Equation (8) as follows:

u = Ψ−1(z, v) (14)

The following theorem is derived from reference [12]: Take into account a desired path
in the flat output ζd, together with a matching desired flat state zd (achieved by replacing
the variable ζd with the expected value of ζ in Equation (9)) and desired flat input vd
(obtained by replacing the variable ζd with the desired value of ζ in Equation (10) and
Equation (11)). Given ζd, and given that the nominal control, u = Ψ−1(zd, vd), is applied to
a differentially flat system of Equation (2), provided that z(0) = zd(0), it leads to a linear
system through a change in coordinates, as expressed in Equation (12).

Theorem 1 enables trajectory generators or controllers to concentrate solely on the
comparable linear flat model, as shown in our suggested approach depicted in Figure 1.
The trajectory generator or controller produces the appropriate flat state and flat input as
the output. These outputs can then be processed through inverse transformation (14) to
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counteract the system’s nonlinear component (13). Feedforward linearization fundamen-
tally differs from feedback linearization by utilizing the desired flat state from Equation (14)
instead of the measured flat state in the inverse term.
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Figure 1. A schematic of the overall architecture of the control system.

4. Methodology

The proposed method of coupling feedforward linearization and MPC, as seen in
Figure 1, uses the linear flat model in a feedback MPC. The MPC outputs the flat state and
flat input, which are then fed through the inverse term. Then, the result of feedforward
linearization outputs to the quadcopter. The actual state of the quadcopter is mapped to
a flat state, and the flat state is used as feedback for the controller. A DenseNet module
is added to the FMPC architecture to adjust the reference inputs to the feedback control
system. The DenseNet receives the current flat state (zt,o f f set) and the future flat state
(zt+1,o f f set) as inputs. The DenseNet produces flat outputs (σt+1,o f f set · · ·σt+N,o f f set that
specify the desired trajectory input for the MPC controller.

4.1. Differential Flatness Formulation

This section presents some necessary formulations that rely on the differential flatness
property of quadcopters. Note that we direct the reader to read [16] for more details about
the characteristics of differential flatness. Below is a summary of this property.

Differential flatness means that the state and input ((1) and (2)) can be expressed in
terms of a flat output and its derivatives. The flat output is defined as

σ = [x, y, z, ψ]T (15)

and the flat state and flat input are defined as

z =
[
x,

.
x,

..
x, y,

.
y,

..
y, z,

.
z, ψ
]T (16)

v =
[ ...

x ,
...
y ,

..
z,

.
ψ
]T

(17)

The mapping between the flat state (16) and the actual state (1) is expressed below:
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z = Φ−1(x(t)) =



x
.
x

g
(

sin ψ tan ϕ
cos θ + cos ψ tan θ

)
y
.
y

g
(
− cos ψ tan ϕ

cos θ + sin ψ tan θ
)

z
.
z
ψ


(18)

where g is the gravitational constant; note that in the formulation shown above in (17),
..
z

was assumed to be zero.
The mapping between the input, u(t), from the flat state and flat input is provided

as follows:

u(t) = ψ−1(z, v) =


τz

..
z +

.
z

τϕ

1+α2
dα
dt + tan α

τθ
1+β2

dβ
dt + tan β

.
ψ

 (19)

Below, α and β are given; note that their time derivatives were computed using the
chain rule.

α =
1

..
z + g

(
cos ψ

..
x + sin ψ

..
y
)

(20)

β =
1

..
z + g

(
sin ψ

..
x − cos ψ

..
y
)

(21)

The entire system can be represented as a linear system by using the flat state and
input in the following discretized form:

zk+1 = Azk + Bvk (22)

4.2. Flatness-Based Model Predictive Control

Based on the formulation of the system in the flat space (Equation (22)), the MPC
optimization problem can be resolved by employing a quadratic cost function, similar to
the approach described in reference [8]:

min
v0···k

1
2

N

∑
k=1

(
σk −σk,re f

)T

Q
(
σk −σk,re f

)
+

1
2

N−1

∑
k=0

vT
k Rvk (23)

s.t.zk+1 = Azk + Bvk (24)

σk = Czk (25)

where Q is a positive semi-definite matrix that weighs the error with our reference trajectory.
R is positive-definite and regulates both the size and change in the inputs u.

It should be noted that C is a permutation matrix consisting of ones and zeros, and it
selects the flat output values from the flat state.

The above issue can be expressed as a quadratic program:

min
X

1
2

XTPX + qTX (26)

s.t.AX = b (27)

where X = [v0, · · · , vN−1, z1, · · · , zN ]
T .



Actuators 2024, 13, 154 8 of 16

The optimal input can then be determined by using Equation (19) and utilizing the
optimal flat state and input obtained from the optimization problem (zop, vop):

uop(t) = ψ−1(zop, vop
)

(28)

4.3. Improvement via Learning

To enhance the accuracy of trajectory tracking for FMPC, a DenseNet was trained to
effectively capture the inverse dynamics of the system. Figure 1 demonstrates the process
of the DenseNet, where it feeds the reference trajectory (zre f ) as the input and generates a
modified course with uniform or flat outputs (σre f ). The concept is that the DenseNet will
change the desired path to improve the overall tracking performance.

To provide a thorough explanation of the architecture and its underlying reasoning,
we referred to Figure 2 and evaluated the following aspects:

Assumptions: The DenseNet does not include modeling of the z and yaw directions to
simplify the model. Only the x and y axes are taken into account.
Inputs: The DenseNet receives the current flat state (zt,o f f set) and the future flat state
(zt+1,o f f set) as inputs. Observing the x and y values relative to the position of zt is essential.
This feature renders the neural network insensitive to the position of the input.
Outputs: The DenseNet produces flat outputs (σt+1,o f f set · · ·σt+N,o f f set that specify the
desired trajectory input for the MPC controller. The value of N is either equal to or less
than the prediction horizon of the MPC. Once again, all of the output values for x and y are
relative to zt. So, to obtain the actual coordinates, the zt values are added back.
Concept: Based on the current state (zt) and the desired future state (zt+1), the DenseNet
generates the optimal sequence of flat outputs (σt+1 · · ·σt+N) to reach the desired future
state (zt+1). Consequently, the DenseNet learns inverse dynamics, and it refers to the
inverse mapping from the input to the output. The input consists of the desired trajectory
of MPC along with the current state (zt), and the output is the future state (zt+1).
Training: The network is trained using a reference trajectory, σre f ,0...T , as shown in Figure 1.
The resulting flat states, z0...T , are recorded. The flat states z0...T will serve as the inputs
during the training phase, whereas σre f ,0...T will serve as the training labels. So, the neural
network undergoes training using a supervised learning fashion.
Inference: For an entire trajectory in a flat space (zre f ), each pair of consecutive states
in this trajectory feeds into the DenseNet. The DenseNet then produces N flat outputs
(σt+0 . . .σt+N), which are then recorded. At each time step t, the collected σ values are
averaged and stored to create the reference trajectory σre f ,0...T .
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The value of ‘N’ is essential as it determines the number of flat outputs generated by
the neural network. Ideally, the value of ‘N’ should be the same as the prediction horizon
of the MPC. However, this approach is inefficient, requiring the neural network to be more
extensive. Only the initial reference states considerably impact the subsequent input to
the quadcopters. States distant in the future have a diminished effect on the current input.
Therefore, opting for N as ‘1’ results in unsatisfactory outcomes due to the neural network’s
limited capacity for expressiveness. The value of N is selected as ‘3’, providing a balance
between the two extremes and satisfactory results.

5. Experiment Results
5.1. Experiment Introduction

Various trajectories were constructed with varying degrees of aggression to evaluate
the efficacy of the suggested architecture. The flight routes are designed to prevent abrupt
changes in location, ensuring a smooth trajectory in the quadcopter’s input area [16]. These
trajectories were selected based on their benchmark performance, which has set a standard
for quadcopters. Minimum snap trajectories are generated by selecting an initial and final
state and a sequence of waypoints connecting them. Ultimately, ninth-degree polynomial
segments are utilized to establish connections between these waypoints. The optimization
problem collectively solves the coefficients of the polynomial components.

The polynomial formulation is given as follows:

xj(t) = ∑9
i=0 pi

j,i

(
t

tj,total

)i

(29)

where tj,total is the total time assigned for the jth segment of the path. Note that dividing t
by tj,total helps improve the numerical stability of the solution. The problem can then be
formulated as a constrained quadratic program as follows:

min
p1···pM

 p1
...

pM


TQ1

. . .
QM


 p1

...
pM

 (30)

s.t.Atotal

 p1
...

pM

 =

 d1
...

dM

 (31)

where p1 . . . pM are the coefficients of the polynomial segments, and d1 . . . dM are the
derivatives at the endpoints.

Three different minimum snap trajectories were generated with increasing levels of
aggressiveness, with flight route ‘3’ being the most aggressive.

Before the experiments, a system identification step was executed where the system
was subjected to a step input in the z, ϕ, and θ directions. The time constants τz, τϕ&τθ were
1.0, 2.4, and 2.4, respectively.

A PD controller coupled with feedback linearization was set up for comparison pur-
poses. The dynamics in the x and y directions were modeled as a second-order system,
and the tuned Kp and KD gains were found to be ‘1’ and ‘8’, respectively. The z and yaw
directions were modeled as first-order systems with a Kp value of ‘10’. Note that a sufficient
amount of effort was spent tuning the gains. However, there was no guarantee that they
were optimal, as they could be further improved with more tuning.

For the FMPC controller, the model predictive loop was run at 10 Hz, with a prediction
horizon of 20 time steps. Attempts to increase the prediction horizon to values higher
than that have led to very low running frequencies, which caused instability. All quadratic
programs were solved using the CVXOPT library in Python.
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5.2. Training the DenseNet

To train the DenseNet, the flight routes shown in Figure 3 were used to compile a
dataset. For each trajectory, the quadcopter performed 20 loops (10 in the reverse direction),
resulting in 12,332 training/label tuples. The dataset was then normalized to avoid instabil-
ity during training. The normalization coefficients were also stored to rescale the output
from the neural network during inference. The direction of flight follows the direction
of arrows.
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Figure 3. Different trajectories used for training.

The hidden layers of DenseNet consist of five layers and the same structures; each
layer has 30 neurons and ReLU activations [30]. The root mean square error was used as
the loss function, and Adam [31] was the optimizer chosen. The network was trained for
60 epochs with a batch size of 10.

The error function for each task is defined as the root mean square (RMS) error of N
pairs of (x,y,z) coordinates sampled at 7 Hz, and the DenseNet feedback loop sampling rate
between the desired trajectory, Td, and the observed trajectory, Tc is determined as follows:

E(Tc, Td) =

√√√√ 1
N

N

∑
t=1

∥Pc,t − Pd,t∥2tth (32)

where ∥Pc,t − Pd,t∥ is the Euclidean norm, while Pd,t and Pc,t are the position coordinates
sampled at the tth time step from the desired trajectory Td and the observed trajectory Tc,
respectively. The quadrotor in the experiment repeats each task with and without the aid
of the trained DenseNet.

Note that the selected trajectories for training had relatively mild maneuvers compared
to some of the flight routes used in experimentation. That is because when attempting to
train with more aggressive trajectories, the system experienced unfavorable fluctuations in
the training dataset. Instead, relatively stable and well-conditioned flight routes were used
for training, and their generalization to more aggressive trajectories was observed.

5.3. Results

Figure 4 shows that the FMPC (without DNN and DenseNet) provides better trajectory
tracking performance than the PD controller and has a 35% improvement on average. Fig-
ures 5a and 6a depict figures of the resulting trajectories from the FMPC and PD controllers
for trajectories 1 and 2, respectively. It is worth noting that the system has an unaccepted
control error for trajectory 3 (the most aggressive) and cannot track this trajectory well
when using the FMPC and PD control methods. That is because no constraints were im-
posed on the inputs when solving the MPC optimization problem and when generating the
minimum snap trajectories. Therefore, the inputs were allowed to grow unboundless, in
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some cases exceeding the controllability range of the quadcopter (which is what happened
with trajectory 3). The direction of flight in Figures 5–7 follows the direction of arrows.
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Figure 5a shows the PD and FMPC performance of trajectory 1; both PD and FMPC
experience a noticeable drift from the desired trajectory. Figure 5b shows the DenseNet-
output and FMPC+DenseNet performance of trajectory 1. The DenseNet output is the path,
and it hopes FMPC adjusts its path to the desired path. Figure 5c shows the FMPC+DNN
and FMPC+DenseNet performance of trajectory 1; both methods have a good performance,
but it can be seen that FMPC+DenseNet achieved a more effective tracking performance.

Figure 6a shows that the PD method has a very unstable trajectory, and the FMPC
method has an overshoot trajectory. Both PD and FMPC experience a significant amount
of drift from the desired trajectory. Figure 6b presents the FMPC+DenseNet path and
the adjusted desired path, which is the output of the DenseNet. As seen in Figure 6c,
FMPC+DNN and FMPC+DenseNet achieve a more reasonable tracking performance, but
FMPC+DenseNet has a more stable path than FMPC+DNN.
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Figure 7 shows the FMPC+DNN and FMPC+DenseNet performance of trajectory 3.
Both PD and FMPC have serious and unaccepted control errors and are not able to track
this trajectory well. So, the figures of PD and FMPC are not listed. In Figure 7a, the black
line presents the DenseNet output, which is the adjusted desired path. In Figure 7b, it can
be seen that both FMPC+DNN and FMPC+DenseNet were able to track trajectory 3 in a
stable state. We can see that FMPC+DenseNet has better performance than FMPC+DNN,
and FMPC+DNN has an overshoot area with high curvature.

As can be seen in Figures 5a and 6a, FMPC (without the DNN and DenseNet) always
seemed to overshoot the desired trajectory at areas of high curvature. The reason for that
could be that the MPC optimization loop might not be running at a high enough frequency,
and the prediction horizon might not be sufficiently long. Also, the quadcopter might be
reaching the limits of its controllability.
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When the DNN and DenseNet are combined with FMPC, the trajectory tracking
performance has improvements of 59% and 62% over the PD scenario, respectively, and
improvements of 37% and 41% over FMPC for trajectories 1 and 2. Figures 5b and 6b
show figures of the outcomes for trajectories 1 and 2, respectively, with the black line
representing the altered desired trajectory (DenseNet output) that is fed to the FMPC
controller. For trajectories 1 and 2, FMPC+DenseNet has improvements of 3% and 4% over
FMPC+DNN. For trajectory 3, although the PD and FMPC controllers resulted in instability,
the FMPC+DNN and FMPC+DenseNet architectures resulted in reliable tracking, but
that was at the cost of significant tuning to the original desired trajectory (as seen in
Figure 7). It can be seen in Figure 4 that FMPC+DenseNet has a better performance than
FMPC + DNN by about 11%. Hence, we can see that the DNN and DenseNet have learned
to adjust the desired path by always pulling it inwards into the direction of curvature, with
the amount of pull being proportional to the magnitude of velocities and accelerations.
For example, by comparing the output of the DenseNet for trajectory 1 vs. trajectory 3,
the amount of offset is much more significant in trajectory 3 since it requires movement at
much higher velocities and accelerations. From Figure 7b, we can see that FMPC+DNN has
a larger overshoot than FMPC+DenseNet. FMPC+DenseNet has a more stable trajectory,
and the DenseNet has essentially learned that the quadcopter always overshoots areas of
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high curvature, so it pulled the desired trajectory in to compensate for this overshoot. So,
the FMPC+DenseNet method performs better than FMPC + DNN and has a more stable
trajectory. The DenseNet method offsets the disadvantage of a DNN and offers a good
desired path for FMPC.

6. Conclusions

This study utilized a flatness-based model predictive controller (MPC) to regulate the
movement of a quadcopter within a simulated environment. The controller’s performance
surpasses that of a typical PD controller, resulting in a more reliable trajectory-tracking
performance. To enhance the performance of FMPC, a DenseNet was trained to learn the
inverse dynamics of the system. The network was then utilized to modify the desired path
input for FMPC. When the controller faced potential instability without a DenseNet in
FMPC, it ensured steady tracking and enhanced the tracking accuracy. Future research
could evaluate the suggested framework under various model perturbations, such as
gusty weather conditions. Moreover, optimizing the FMPC can enhance the controller’s
prediction horizon, enhancing overall performance. Finally, the quadcopter’s inputs might
be limited throughout the process of solving the MPC optimization problem and creating
the minimum snap trajectories to ensure the safe operation of the quadcopter.

Future research could entail augmenting the training dataset for the DenseNet by
incorporating a more comprehensive range of trajectories and evaluating the suggested
framework under various model perturbations, such as gusty weather conditions. More-
over, optimizing the FMPC can enhance the controller’s prediction horizon, enhancing
overall performance. Finally, the quadcopter’s inputs might be limited throughout the pro-
cess of solving the MPC optimization problem and creating the minimum snap trajectories
to ensure the safe operation of the quadcopter.
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