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Abstract: The rapid advancement of data generation techniques has spurred innovation across
multiple domains. This comprehensive review delves into the realm of data generation methodologies,
with a keen focus on statistical and machine learning-based approaches. Notably, novel strategies like
the divide-and-conquer (DC) approach and cutting-edge models such as GANBLR have emerged to
tackle a spectrum of challenges, spanning from preserving intricate data relationships to enhancing
interpretability. Furthermore, the integration of generative adversarial networks (GANs) has sparked
a revolution in data generation across sectors like healthcare, cybersecurity, and retail. This review
meticulously examines how these techniques mitigate issues such as class imbalance, data scarcity,
and privacy concerns. Through a meticulous analysis of evaluation metrics and diverse applications,
it underscores the efficacy and potential of synthetic data in refining predictive models and decision-
making software. Concluding with insights into prospective research trajectories and the evolving
role of synthetic data in propelling machine learning and data-driven solutions across disciplines,
this work provides a holistic understanding of the transformative power of contemporary data
generation methodologies.

Keywords: data generation; synthetic data; machine learning-based generation; statistical-based
generation; healthcare; privacy preservation; evaluation metrics; fidelity metrics

1. Introduction

In the rapidly evolving field of machine learning and neural networks, there is more
demand than ever for large amounts of data [1]. The effectiveness of these advanced
computational models depends crucially on large amounts of high-quality data to uncover
patterns, make accurate predictions, and drive further innovative advances in a variety of
domains. However, the feasibility of acquiring such huge datasets, particularly in areas
such as healthcare and cybersecurity, is often constrained by diverse challenges [2].

The application of synthetic data in various machine learning tasks, with a particular
focus on tabular data, has garnered significant attention in the recent literature. A previous
review delivers a thorough examination of the application of synthetic data across various
machine learning tasks, placing a particular emphasis on tabular data [3]. While traditional
reviews may be based on keyword searches, this study distinguishes itself by offering a
comprehensive examination of the use of synthetic data, presenting a detailed classification
of algorithms and generation mechanisms, and discussing metrics for evaluating data
quality. By addressing the existing gaps in the fragmented literature, this study aims to
provide valuable information to support research on the effective use of synthetic data.

A comprehensive classification is presented that includes 70 production algorithms,
as well as an explanation of six main types of production mechanisms. This study goes
deeper into the discussion of metrics designed to assess the quality of synthetic data. With
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the goal of bridging existing gaps in the fragmented literature, this study provides valuable
insights to aid researchers and practitioners in the effective utilization of synthetic data.

Federated Learning (FL) has emerged as a decentralized approach to training statistical
models by leveraging data from multiple clients without exposing their raw data, thus
ensuring privacy and introducing potential security advantages [4]. Within this context,
federated synthesis, employing FL for synthetic data generation, enables the amalgamation
of data without compromising privacy or raw data accessibility. A scoping review of
69 articles spanning from 2018 to 2023 underscores the prevalent use of deep learning
methods, notably generative adversarial networks, in federated synthesis. Although
promising, further research is needed to deepen the understanding of privacy risks and
develop reliable methodologies to measure them.

The pursuit of improved machine learning algorithms for personalized decision sup-
port in palliative care diagnostics underlines the need for more relevant patient data.
Synthetic data generation emerges as a potential solution to address this demand, although
challenges such as bias and interpretability persist. In an extensive review, the potential
consequences of using synthetic data in palliative care diagnostics using machine learn-
ing are examined [5]. Furthermore, the authors provide valuable insights and practical
considerations for the integration of this approach into clinical settings.

The increasing demand for large datasets is confronting the persistent obstacle of un-
balanced datasets [6]. The nature of certain effects results in biased distributions, with some
categories significantly outperforming others. This imbalance not only creates challenges
in model training but also carries the risk of spreading biases, potentially undermining
the reliability of predictive analyses. Achieving a balance in the representation of different
classes becomes crucial for the robust performance of machine learning models.

Despite these challenges, the crucial issue of privacy is vital [7], especially when it
comes to patients’ personal data in healthcare applications in real time. Preserving sensitive
information is not just a legal and ethical necessity but also a fundamental requirement to
enhance trust and ensure the ethical use of data. As we navigate the complex terrain of
machine learning and data-intensive applications, it becomes urgent to explore innovative
solutions that reconcile the need for large, balanced datasets with the need to address
privacy concerns.

This review begins a thorough exploration of contemporary research efforts that ad-
dress these challenges. Taking a deep dive into the literature, we uncover a range of
methodologies, with a particular focus on the innovative use of generative adversarial net-
works (GANs) for generating synthetic data. The necessity of large datasets, the intricacies
of handling imbalanced ones, and the urgency of privacy protection are recurring issues
that can be found in a wide range of domains—from cybersecurity and attack detection to
healthcare and patient-oriented applications.

We employed BERT (Bidirectional Encoder Representations from Transformers) as
a pivotal tool to conduct topic modeling on the collected studies. Preprocessing steps,
including tokenization, lowercasing, stop-word removal, and lemmatization, were applied
to ensure the cleanliness of the text data. BERTopic, a topic modeling library specifically
designed to harness the power of BERT embeddings, facilitated the extraction of topics
from the corpus. BERT embeddings, renowned for their ability to capture semantic nuances
in text data, were generated for each document in the corpus. These embeddings served as
rich representations of the textual content, enabling us to delve deeper into the underlying
themes present in the literature. Clustering techniques, particularly Hierarchical Density-
Based Spatial Clustering of Applications with Noise (HDBSCAN), were then applied to
identify cohesive clusters representing distinct topics within the corpus. After clustering,
representative keywords were assigned to each topic cluster based on the most prominent
terms within the documents, enhancing the interpretability of the results. The utilization of
BERT embeddings in conjunction with clustering algorithms allowed for a nuanced analysis
of the literature, providing insights into the key themes and implications for synthetic data
generation, as presented in Figure 1.
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Furthermore, our methodology leveraged the adaptability of BERTopic, which dynam-
ically adjusts to the complexity of the data without requiring a predefined number of topics.
This flexibility ensured that significant words were preserved in the topic descriptions,
maintaining the semantic integrity and coherence of the extracted topics. Overall, our
approach showcases the potential of deep learning-based algorithms, such as BERTopic, in
the domain of text mining and processing, particularly in facilitating topic extraction and
analysis from large collections of scientific articles.

Figure 1. Results from BERTopic illustrating four distinct topics generated via BERT. Each bar chart
displays the top five words or terms associated with a topic. The x-axis represents the c-TF-IDF scores,
which quantify term relevance by assessing both frequency within the topic and uniqueness across
the document corpus. The top word in each chart, indicated by the highest score, highlights the most
defining and unique term for that specific topic, serving as the central theme around which the other
terms are contextually aligned.

Figure 1 displays the results obtained using BERTopic. Specifically, the bar charts
represent four distinct topics generated by BERT, showcasing the top five associated words
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or terms for each topic. The x-axis of these bar charts represents the c-TF-IDF score, which
quantifies the relevance of terms by evaluating their frequency within a particular document
and their distinctiveness across the entire document corpus.

As we navigate the varied terrain of synthetic data generation, we aim to distill
knowledge, draw connections, and provide a comprehensive overview of the evolving
methodologies that address these sophisticated challenges. Through a rigorous inspec-
tion of the reviewed papers, we seek to unravel the potential confluences between the
need for extensive, balanced datasets, the intricacies of handling imbalances, and privacy
requirements—paving the way for a more informed and ethical approach to data-intensive
applications in the field of machine learning and neural networks.

2. Related Work

In this section, we will explore existing research and methodologies in the field of
synthetic data generation across various domains, such as healthcare and retail. This explo-
ration will encompass various aspects of data generation, such as numerical and temporal
data. In addition, we will dig further into metrics for evaluating synthetic data, examining
how datasets are used to assess their fidelity and usefulness. We will highlight key studies
and approaches that have contributed to advancing the understanding and application of
genetic models, such as generative adversarial networks (GANs) and variational autoen-
coders (VAEs), in addressing challenges related to data scarcity, imbalance, and privacy
concerns. By reviewing the latest studies, we aim to contribute to the ongoing debate on
the use of synthetic data in a variety of applications.

2.1. Data Generation Approaches

As data science continues to evolve, the struggle to create meaningful datasets from
limited or sensitive sources remains a pressing challenge. In response to this, recent
developments have fostered the development of innovative approaches to data generation.
In the sections below, we try to explore these strategies in more depth.

2.1.1. Statistical-Based Generation

In the field of data science, the challenge of generating meaningful datasets from
limited or sensitive sources remains a critical task. Addressing this challenge requires
innovative approaches. In this context, recent developments in statistics-based genera-
tion techniques have generated considerable interest, highlighting promising avenues for
overcoming the limitations imposed by small datasets. Two such notable contributions, Gen-
erativeMTD and the divide-and-conquer (DC) strategy for a tabular data dictionary (STD),
have emerged as potential solutions in this area. Through the accurate implementation of
contemporary methodologies, these approaches offer new perspectives on data generation,
demonstrating superior performance and efficiency compared to conventional methods.

GenerativeMTD [8] stands out as an innovative solution to the complex issues associ-
ated with synthetic data generation from small datasets. By using pseudo-real data through
mega-trend diffusion and K-Nearest Neighbor techniques, GenerativeMTD demonstrates
a unique approach that outperforms other methods in terms of effectiveness and perfor-
mance. The study navigates the complexities associated with small datasets and highlights
the crucial aspects of maintaining data fidelity and privacy. GenerativeMTD’s ability to
outperform established methods for tabular data generation is particularly remarkable,
pointing out its benefits and its immediate application and setting it as a benchmark for
future efforts in this field. Overall, the study makes a significant contribution, not only by
confronting a pressing challenge in the field but also by advancing the latest technology in
synthetic data generation through the careful integration of innovative techniques.

In the field of data generation, remarkable progress is being made with the innovation
of a new approach—the divide-and-conquer (DC) strategy—for a tabular data dictionary
(STD) [9]. This strategy aims not only to create artificial datasets but also to preserve the
complex logical relationships within the data, ensuring a more accurate representation of
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real healthcare scenarios. The potential of the method lies in its practical validation, where
the DC method outperforms a technique based on conditional sampling on three different
disease datasets. A notable feature is the method’s commitment to data balance during the
STD generation process, resulting in a more robust and unbiased synthetic dataset. This
research not only contributes to the developing field of synthetic data in healthcare but also
highlights the application and efficiency of the DC strategy in capturing the complexity of
healthcare data.

2.1.2. Machine Learning-Based Generation

In the field of data generation methodologies, machine learning-based techniques
have emerged as powerful tools for the creation of datasets with diverse applications in
numerous domains. This section explores several innovative studies that leverage machine
learning frameworks to address specific challenges in data generation and augmentation.
The use of advanced techniques, such as conditional generative adversarial networks
(cGANs), tabulated generative adversarial networks (TGANs), and variational autoen-
coders, highlights the extent of ongoing work in this area. These methodologies seek to not
only improve prediction accuracy in critical healthcare scenarios, such as fluid overload
prediction and cancer diagnosis, but also extend their reach into diverse areas, such as agri-
culture and software engineering. Taking advantage of the potential of machine learning,
these studies not only advance the boundaries of data generation but also reflect a future
where tabular data will play a vital role in enhancing the reliability and effectiveness of
machine learning models in various data contexts.

In order to predict fluid overload in critical care patients, the development of an
ensemble machine learning model has been proposed [10]. This novel approach integrates
both original and synthetically generated datasets. The distinctive feature of employing
conditional generative adversarial networks (cGANs) for synthetic data generation adds
a further complexity factor to the proposed approach. The primary finding, where the
meta-learner trained on the combined dataset outperforms models based solely on the
original data, highlights the potential of synthetic data to enhance prediction models for
critical care scenarios. This study not only contributes to the expanding field of research on
the applications of synthetic data in healthcare but also highlights their utility in improving
the accuracy and reliability of prediction models, ultimately impacting patient care in
intensive care units.

In an attempt to improve crop classification accuracy, the contribution of conditional
tabular generative adversarial networks (CTGANs) to generate synthetic training data
is innovative [11]. The application of deep learning-driven synthetic data generation
addresses a critical challenge related to the scarcity of training data for minor crops in
SAR–optical data-based classification. The application of CTGANs highlights not only the
adaptive ability of creative adversarial networks but also their effectiveness in generating
high-quality synthetic data, resulting in a significant improvement in the accuracy of small
crop classification. The study’s findings provide valuable insights into the potential of
leveraging advanced deep learning techniques for enhancing classification performance in
scenarios where obtaining sufficient real-world training data is a challenge. This research
not only provides a major advance in the field of agricultural remote monitoring but also
highlights the wide range of applications of synthetic data generation to improve the
reliability of machine learning models in data-limited scenarios.

In an attempt to address the complexity of utilizing production data in the manufac-
turing industry for data-driven analytics, a potential solution involving the application of
variational autoencoders, a form of synthetic data generation method, was proposed [12].
This research demonstrates the effective results of this approach in enhancing prediction
models, which is particularly beneficial for manufacturing companies faced with limited
and unbalanced data. Variational autoencoders are highlighted as the most suitable among
various methods, including generative adversarial networks and synthetic minority over-
sampling techniques. This is a result of the ability of variational autoencoders to efficiently



Electronics 2024, 13, 1965 6 of 20

generate crucial features from small sample datasets. This research offers valuable insights
for construction companies seeking to enhance the accuracy and certainty of predictions by
maximizing synthetic data generation power in the field of industrial data analytics.

Recognizing the success of GANs in generating tabular data but also trying to address
the performance and interpretability limitations associated with these traditional models,
GANBLR was introduced [13]. This innovative model, inspired by Naive Bayes and Logistic
Regression, surpasses its existing counterparts in terms of performance and also introduces
explicit feature interactions, enhancing its interpretability. GANBLR’s outperformance
is demonstrated through its ability to generate tabular data with improved precision.
Importantly, the research provides valuable insights into feature importance throughout
the data generation process, highlighting the factors influencing the model’s decisions. This
work contributes significantly to the evolving field of data generation, offering a promising
solution for applications that require insights into both performance and interpretability
within the domain of tabular data.

In order to deal with class imbalance in a cancer intracellular signaling dataset, a new
machine learning-based strategy was presented [14]. Employing a generative adversarial
network (GAN), this study introduced synthetic data generation for the minority class. The
outcomes of this approach underline a notable increase in classification accuracy, indicating
the effectiveness of this innovative methodology in handling imbalanced data scenarios.
This research contributes to advancing the application of generative adversarial networks
in addressing current challenges, providing valuable insights for improving classification
performance in datasets characterized by class imbalance, particularly in the domain of
intracellular signaling in cancer.

In an effort to predict software efforts in dynamic environments, a recent study ex-
plored the potential of improving the Conditional Variational Autoencoder (CVAE) [15].
This approach proved to be promising, demonstrating superior performance in comparison
to existing methods, as indicated by accuracy metrics such as Mean Absolute Error (MAE),
Root Mean Squared Error (RMSE), Relative Absolute Error (RAE), and R-squared (R2).
Additionally, the model demonstrates efficiency in generating synthetic data that closely
mimic real-world data. Leveraging these synthetic data for software effort estimation,
as opposed to real data, results in enhanced performance on baseline machine learning
models. This research both advances the application of CVAE in regression synthetic project
generation and highlights the potential of synthetic data for improving software effort
estimation in dynamic environments.

In the ongoing attempt to advance medical image classification, a recent study pre-
sented an innovative approach called the Multi-Task Process (MTP) for sacred gap (SH)
classification [16]. This new method uses modern deep learning techniques to address the
inherent challenges posed by limited medical datasets. Impressively, the MTP achieves
a success rate ranging from 90% to 93% in SH classification. The core of this approach is
the use of a synthetic dataset created through the innovative implementation of a genera-
tive adversarial network (GAN). Remarkably, the features of the matrices are converted
into images, facilitated by a two-dimensional embedding algorithm. Subsequently, these
transformed images serve as inputs to Convolutional Neural Networks (CNNs). This
pioneering strategy highlights the inherent link between synthetic data fed by a GAN and
CNN, presenting a promising solution to the common problem of data scarcity in medical
image classification tasks.

In the constantly evolving field of machine learning (ML) services, a recent study in-
troduced a new data synthesis technique that utilizes generative deep learning models [17].
The proposed approach encompasses three distinct variants: standard VAEs, β-VAEs, and
Introspective VAEs, strategically designed to confront the challenge of hesitant consumers
in the ML service market. Addressing the critical issue of data privacy, this technique
enables consumers to preview the performance of an ML service without revealing their
actual data. The overarching goal is to cultivate a more fluid and accessible market for ML
services. Through robust experiments, the study documented the effectiveness of these
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variants in meeting challenging data quality requirements, opening the way for a dynamic
and flexible market for ML services. This research pushes the boundaries of data synthesis
methodologies and will help build a future where transparency and accessibility define the
ML service landscape.

In a significant stride toward advancing breast cancer diagnosis and prognosis, a
recent study presented a pioneering deep learning-based approach [18]. This innovative
methodology focuses on the generation of synthetic data, aiming to facilitate the early
diagnosis and prediction of breast cancer. In particular, the approach goes beyond the
potential of previous deep learning methods, demonstrating its potential to reshape the
landscape of breast cancer patient care. By harnessing the power of synthetic data, this
research not only elevates the performance standards of existing techniques but also
envisions a future where more accurate and timely diagnostics contribute to improved
patient outcomes. This work stands at the forefront of integrating deep learning and
generative frameworks, offering promising possibilities for enhancing clinical practices
and ultimately advancing the well-being of breast cancer patients.

In the area of healthcare technology, a recent study introduced an innovative approach
to the automated detection of shock-inducing rhythms in automated external defibrillators
(AEDs) [19]. Focused on addressing the challenges posed by imbalanced datasets of
electrocardiograms, this research employed a hybrid generative adversarial network (GAN)-
based deep learning methodology. Notably, this innovative approach utilizes GANs to
create synthetic data, achieving remarkable performance levels in the detection of shockable
rhythms. It is impressive that the proposed solution not only meets but also exceeds the
criteria set by the American Health Association for AEDs, marking a significant advance in
automated life-saving technologies. This research promises to revolutionize the healthcare
technology scene by demonstrating the potential of advanced deep learning techniques in
improving the reliability and effectiveness of crucial medical interventions.

In the dynamic terrain of predicting the demand for electric kickboards, a recent study
introduced an innovative approach that leverages generative adversarial networks (GANs) [20].
The research proposed a model designed to generate synthetic time-series data, aiming
to enhance mobility demand prediction. This model incorporates modifications to the
Wasserstein GAN with a gradient penalty and integrates a regression-based blending en-
semble technique, forming a comprehensive strategy for improved prediction performance.
Through the results of several experiments, this study shows the increased prediction accu-
racy as well as the increased performance of the model compared to previous models. This
research contributes to the specific area of mobility demand forecasting and also highlights
the broader potential of GANs in generating synthetic data to refine predictive analyses in
evolving and dynamic contexts.

In an effort to improve the prediction of mortality in patients with acute pancreatitis (AP),
a recent study used advanced machine learning and data augmentation techniques [21]. The
main goal of this research was to overcome challenges such as the lack of high-quality
datasets and class imbalance, which often prevent accurate predictions. To address these
issues, the authors strategically combined three datasets, creating a more comprehensive
and robust dataset. While using advanced techniques to handle missing values, the study
examined various sampling techniques, revealing that Random Forest and deep neural
networks (DNNs) emerge as the most effective. This research provides insights into the
critical importance of early detection for the management of AP, as well as demonstrates
the effectiveness of advanced models for identifying high-risk patients. The development
of a novel integrative approach has an important technical impact on the field of medical
prognosis, highlighting the potential ingenuity of using both machine learning and data
augmentation for predicting mortality in AP patients.

In a preliminary study, a new deep learning tool, the tabular generative adversarial
network (TGAN), was presented [22], with the aim of generating synthetic full-scale burst
test data specifically tailored to corroded pipelines. This tool integrates the joint probabil-
ity distribution of five random variables, effectively identifies outliers, and enhances the
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authenticity of synthetic data. The study further validated the tool by training machine
learning models using a combination of real and synthetic data, revealing that the syn-
thetic data accurately mirror the distribution observed in real-world scenarios. Beyond
its immediate applications, this innovative TGAN tool holds promising implications for
advancing pipeline integrity management models, offering a robust solution for assessing
and maintaining the integrity of corroded pipelines through the generation of realistic
synthetic data.

In the continuously evolving computer science field landscape, a recent study stands
out as a significant step forward in addressing the complexities of incomplete data and
synthetic data generation. This research introduced three novel data imputation methods
harnessing the power of generative adversarial networks (GANs) [23]. What differentiates
this work is the ability to integrate these computational techniques into a computational
method designed for generating synthetic tabular data. Notably, the methods exhibit
comparable or superior performance to existing state-of-the-art techniques. Beyond their
technical capacities, the study recognizes and addresses the broader legal, ethical, and
privacy concerns associated with real-world datasets. This comprehensive approach lays
the foundation for the responsible production of privacy-sensitive synthetic data, with
far-reaching implications in various fields.

2.2. Data Characteristics

In the field of data science, the generation of diverse datasets plays a vital role in
addressing many challenges. From addressing data scarcity to privacy concerns, the
generation of synthetic data has emerged as a powerful tool for researchers in various
domains. This section explores various aspects of data generation, which is the basis of
data analysis.

2.2.1. Numerical Data Generation

Numerical data generation is a crucial aspect of modern data science, allowing re-
searchers to address a variety of challenges. This process involves generating numerical
datasets that mimic real-world scenarios, often leveraging advanced computational tech-
niques such as machine learning and statistical modeling. By generating synthetic datasets,
researchers can overcome the limitations imposed by data scarcity, privacy concerns, and
complex relationships within the data. Moreover, the continuous improvement of numeri-
cal data generation methodologies promises to unlock new opportunities for innovation
and discovery across a wide range of fields, further establishing their importance in the
continuously evolving terrain of data science.

In an effort to broaden the data in the era of cognitive psychology research, an innova-
tive study introduced a deep learning approach specifically designed to generate synthetic
datasets [24]. Focusing on the renowned Stroop task, the authors compared their method
with traditional random generation techniques. The results reveal the remarkable capability
of the proposed deep learning approach, highlighting its ability to preserve the statistical
characteristics of the original dataset more efficiently than conventional methods. This
work not only marks a significant advance in the generation of synthetic data but also
highlights the method’s exceptional ability to accurately reflect and retain the statistical
detail that is vital for cognitive psychology research.

2.2.2. Categorical Data Generation

The generation of categorical data is a fundamental part of data science, facilitating
the research and analysis of various aspects in different fields. This process involves the
generation of synthetic datasets that include categorical variables that imitate characteristics
or features of the real world. By composing categorical data, researchers can overcome
challenges related to data sparsity, privacy concerns, and the complexity of categorical
relationships within the dataset. Whether applied to marketing research, social sciences, or
customer segmentation, categorical data generation plays a vital role in identifying patterns,
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trends, and insights that are vital for making informed decisions. As these methodologies
continue to evolve and improve, the opportunities for innovation and discovery in various
fields are expanding, underscoring the importance of categorical data generation in shaping
the future of data science.

In an attempt to address the persistent challenge of imbalanced data, a proposed
solution involves a hybrid generative adversarial network (GAN) approach, specifically uti-
lizing a conditional Wasserstein GAN with a gradient penalty to generate tabular data [25].
To enhance focus on minority classes, an auxiliary classifier loss is incorporated into this
approach. The proposed method also introduces the concept of PacGAN in the discrimi-
nator architecture to mitigate the mode collapse problem. The results of comprehensive
experiments underscore the effectiveness of this approach in significantly improving the
performance of recommendation systems when confronted with imbalanced data. This
work introduces an innovative strategy for addressing data imbalances, potentially paving
the way for more robust and equitable system recommendations.

2.2.3. Temporal Data Generation

The generation of temporal data allows researchers and analysts to investigate patterns
and trends over time in various fields. This process involves the generation of datasets that
capture temporal data dynamics, such as time series or sequences of events, that reflect
real-world processes. By generating synthetic time datasets, professionals can address the
challenges associated with data scarcity, temporal dependencies, and the complexity of
temporal relationships within the data. These synthetic datasets provide valuable insights
into temporal behaviors, facilitating decision-making processes in areas such as finance,
healthcare, and climate science. Moreover, refining temporal data generation methodologies
promises to unlock new opportunities for understanding and predicting dynamic systems,
thus advancing knowledge and innovation in various fields.

In an attempt to address the need for large datasets, a recent study introduced an
approach with MTS-TGAN, a novel generative adversarial network (GAN) architecture tai-
lored to generate multivariate time-series data closely resembling real-world datasets [26].
The results showed that MTS-TGAN was effective in capturing the distribution and char-
acteristics of real data and potentially reduced errors in predictive and discriminative
scores. This work also represents a valuable contribution to the field of synthetic time-series
data generation and also serves as a promising starting point for further exploration and
progress in this area.

In the process of improving energy consumption prediction, a new approach in-
volves the integration of time-series energy consumption data with various data augmenta-
tion techniques, including generative adversarial networks (GANs), to generate synthetic
data [27]. The proposed machine learning model, when combined with these synthetic
data, demonstrates a remarkable capability to enhance the accuracy of energy consumption
predictions. Notably, the model effectively reduces prediction errors and improves accuracy
when integrated with the original data. Furthermore, it successfully addresses the chal-
lenge of mode collapse and exhibits faster convergence compared to existing GAN models
for synthetic data generation. This paper contributes to the field of energy consumption
forecasting, as well as introduces an innovative framework that utilizes synthetic data for
increased accuracy and efficiency in forecasting models.

2.3. Privacy Preservation

In the area of the privacy preservation of data, innovative methods are constantly
being developed to address the escalating challenges posed by cybersecurity threats and
privacy concerns. A notable area of focus is the generation of synthetic data, which serves
as a fundamental tool to strengthen cybersecurity defenses and facilitate the release of
private research data to the public. Recent developments in this area include the use of
generative adversarial networks (GANs) to create realistic data that closely resemble the
original datasets, thus enabling the development of powerful machine learning and deep
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learning solutions for detecting and countering cyber threats. Furthermore, in areas where
user privacy is of ultimate importance, innovative frameworks such as Duo-GAN offer
promising solutions by creating synthetic data that preserve the complexity of the original
dataset while addressing privacy concerns.

As a contribution to the field of cybersecurity, an innovative method for generating
botnet data in a tabular format through two distinct generative adversarial network (GAN)
models was introduced [28]. The study systematically explored the performance of these
models across different epoch sizes, demonstrating that, after 1000 epochs, they achieved
approximately 80% similarity to real data. This method holds promise for data augmen-
tation in cybersecurity applications, particularly for the development of robust machine
learning (ML) and deep learning (DL) solutions geared toward detecting and countering
botnet attacks.

The escalating challenges in cybersecurity stemming from the digitization of everyday
services have led to a methodology for generating realistic zero-day attack data employing
generative adversarial networks (GANs) [29]. In this context, this study’s methodology
started from the generation of zero-day-type, yet realistic, data in a tabular format and
concluded with the evaluation of a neural network as a zero-day attack detector, which
was trained with and without synthetic data. The results show that the generation of
zero-day attack data in a tabular format reaches an equilibrium after about 5000 iterations
and produces data that are almost identical to the original data samples. Notably, the
neural network model trained with the dataset containing ZDGAN-generated samples
outperforms the same model trained solely on the original dataset, showcasing high valida-
tion accuracy and minimal validation loss. In this way, this approach presents an effective
strategy for fortifying cybersecurity defenses against the landscape of zero-day attacks.

An alternative approach presents two innovative methods designed to create private
tabular research data products that are ready for release to the public [30]. Employing a
pseudo-posterior mechanism, these methods strategically mitigate the risk of identification
disclosure while upholding a robust level of privacy. Notably, the approach ensures global
probabilistic differential privacy, considering the distribution of both survey outcomes and
weights. This framework guarantees precise estimates of tabular cells and their standard
errors, effectively addressing the bias in survey sampling. The performance of these
methods surpasses that of the commonly employed Laplace Mechanism, as evidenced by
real data applications and simulations. Remarkably, these techniques enable the release of
microdata to the public, facilitating further analysis without compromising privacy.

In the dynamic landscape of intrusion detection, the application of deep learning
models is promising but faces challenges such as increased false positive rates and detec-
tion difficulties, especially when datasets are unbalanced and have small sample sizes.
In response to these challenges, a modified iteration of EC-GAN was exploited, leverag-
ing synthetic data generated by WCGAN-GP, to address the intricacies of network flow
classification, specifically on the CIC-IDS-2017 dataset [31]. This innovative methodology
yields superior results compared to conventional approaches, even when trained on a
mere 25% of the dataset. As shown in this study, this method not only contributes to
advancing the effectiveness of intrusion detection but also underscores the potential of
EC-GAN in improving classification performance in scenarios characterized by imbalanced
and limited-sample datasets.

In the field of Intelligent Systems, where user privacy stands paramount, a recent
study presented a possible solution focused on the intricate challenges posed by heavily un-
balanced data, particularly in domains like Fraud Detection. This research introduced Duo-
GAN, a cutting-edge framework leveraging generative adversarial networks (GANs) [32].
The strength of Duo-GAN lies in the generation of synthetic data that reflect the complexity
of the original dataset and preserve the user’s privacy. Through experiments, the study
demonstrated only a 5% difference in F1 scores between classifiers trained with genuine
data and those trained with synthetic data and then tested with real data. This study show-
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cases the efficacy of Duo-GAN in augmenting unbalanced datasets for improved model
training and performance and addresses the privacy concerns inherent in sensitive data.

2.4. Evaluation Metrics

Before we go deeper into evaluating the quality of synthetic data, it is important to
understand the metrics and standards used for evaluation. This section explores several
evaluation metrics that play a critical role in assessing the fidelity and usefulness of syn-
thetic datasets. These metrics provide researchers with standardized tools for measuring
the effectiveness of various data generation techniques in a variety of domains.

2.4.1. Fidelity Metrics

In the field of synthetic data evaluation, significant steps have been taken toward the
establishment of standardized metrics for assessing the fidelity and utility of synthetic
datasets. A notable effort in the healthcare domain highlights the importance of an in-
clusive evaluation pipeline that captures the dimensions of similarity, utility, and privacy.
This standardized approach aims to provide a robust framework for comparing different
methods for generating synthetic data, thereby enabling better performance evaluation
and helping to select the most appropriate technique for specific datasets and healthcare
applications. In addition, a prior contribution comes in the form of the TabSynDex metric,
which serves as a universal measure for evaluating the strength of tabular synthetic data.
This innovative metric enables a comprehensive evaluation by measuring the similarity
between real and synthetic datasets through a set of component scores. With the introduc-
tion of such standardized evaluation approaches and universal metrics, researchers and
practitioners are provided with powerful tools for making informed decisions about the
effectiveness of different generative models in the field of synthetic data generation.

In the terrain of synthetic data in the health domain, a standardized evaluation ap-
proach is described [33]. This study emphasizes the necessity of assessing synthetic health
data through a comprehensive pipeline, inspecting three pivotal dimensions: resemblance,
utility, and privacy. Recognizing the complex nature of data quality assessment across these
dimensions, the study aimed to provide a robust framework for distinguishing the effec-
tiveness of different methods for generating synthetic data. By adopting this standardized
pipeline, the research achieved a better performance of existing methods and aided in the
discernment of the most suitable synthetic data generation technique tailored to specific
datasets and applications within the health domain.

A pioneering contribution to the field of synthetic tabular data evaluation is the
TabSynDex metric [34]. This innovative evaluation metric stands as a universal measure
designed to assess the robustness of synthetic tabular data. TabSynDex distinguishes
itself by enabling a comprehensive evaluation measuring the similarity between real and
synthetic data through a set of component scores. This study specifically focused on
providing valuable insights into the performance of neural network-based methods. In
addition, baseline models for comparative analysis were presented, highlighting the efficacy
of TabSynDex over existing metrics in evaluating the quality of synthetic data. With this
universal metric, researchers and practitioners gain a powerful tool to make informed
decisions about the effectiveness of various generative models in the realm of synthetic
data generation.

2.4.2. Utility Metrics

In the arena of utility metrics for evaluating synthetic data, recent studies have focused
on comparing and evaluating different techniques on different datasets. While one study
emphasized the evaluation of different models using preference and cluster-log metrics,
challenging the prevailing view that favors generative adversarial networks (GANs), an-
other study thoroughly evaluated four different techniques for generating anonymous
network traffic data. These research efforts provide valuable insights into utility metrics for
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synthetic data evaluation, emphasizing the need for careful consideration when choosing
data generation techniques across various domains.

A comprehensive study comparing various techniques for tabular synthetic data gen-
eration across diverse datasets was conducted [35]. The study’s focus was on evaluating the
efficacy of different models using two key metrics: propensity and cluster-log. Surprisingly,
the results challenged the prevailing notion that generative adversarial networks (GANs)
are the preferred models for synthetic data generation. Instead, the Classification And
Regression Tree (CART) model consistently outperformed other techniques, consistently
delivering superior results. This research broadened the horizons of the field of synthetic
data generation, prompting a reconsideration of the dominant role often attributed to
GANs in this domain.

A comprehensive evaluation of four distinct techniques employed for the generation
of anonymous network traffic data within the domain of traffic classification took place in
a recent study [36]. The selected methodologies encompassed oversampling techniques,
conditional tabular generative adversarial networks, the variational autoencoder, and the
copula generative adversarial network. The effectiveness of each approach was meticu-
lously assessed through the application of both traditional and modern machine learning
models, with particular emphasis on the impact of these techniques in comparison to the
original dataset. The findings underscored the efficacy of oversampling techniques and the
copula generative adversarial network in generating high-quality and diverse anonymous
network traffic data. Meanwhile, conditional tabular generative adversarial networks
and the variational autoencoder showed promising results, but with some limitations.
This study highlights the importance of using suitable techniques to generate anonymous
network traffic data for valid applications in machine learning.

2.5. Application Domains

As we dig deeper into different application areas, this section gives insights into the
role of synthetic data in addressing crucial challenges and revealing new opportunities. In
various sectors, such as healthcare and retail, synthetic data generated through advanced
computational techniques are emerging as a promising solution to alleviate data scarcity
problems and enhance innovation.

2.5.1. Healthcare

In recent medical data analysis studies, there has been a growing interest in using al-
gorithms to generate synthetic data on various medical datasets in tabular form. One study
emphasized ensuring the fidelity of synthetic data using valid statistical metrics, which
were then used to train machine learning classifiers, while another study focused on improv-
ing prognostic models for cardiovascular disease by evaluating techniques for generating
synthetic categorical data, particularly by addressing class imbalance. Furthermore, a study
targeting the diagnosis of chronic liver disease demonstrated significant improvements by
incorporating Genetic Adversarial Networks (GANs) and synthetic minority oversampling
(SMOTE) techniques, enhancing the performance of classifiers and potentially leading to
more efficient and accessible diagnoses. Collectively, these findings highlight the promising
role of synthetic data in advancing medical research and diagnostic processes.

In the domain of medical data analysis, this study provided a framework by utilizing
algorithms for generating synthetic data on eight different tabular medical datasets [37].
With an eye on ensuring the fidelity of the synthetic data, the research used valid statistical
metrics to measure the integrity of the data. Subsequently, these synthetically generated
datasets became pivotal in training machine learning classifiers. The findings underscore
the potential of synthetic data as a valuable solution to counter challenges related to
the scarcity of high-quality datasets and concerns about patient privacy within medical
data. However, the varied nature of classification performance across different datasets
and algorithms for generating synthetic data introduces a complex perspective on the
effectiveness of synthetic data in the medical field.
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With the aim of improving predictive decision support models for cardiovascular
disease, this study was concerned with the evaluation of synthetic categorical data gener-
ation techniques [38]. Recognizing the challenge posed by class imbalance, this research
systematically tested a number of oversampling techniques on synthetic data to deter-
mine their impact on model performance. Notably, the study revealed the superiority of
GAN-based models, particularly when coupled with linear classifiers, surpassing other
oversampling methods in both predictive accuracy and the identification of crucial risk
factors. These findings underscore the promising role of synthetic data in elevating the
precision of machine learning models dedicated to predicting cardiovascular diseases and
elucidating associated risk factors.

By addressing the challenges of diagnosing chronic liver disease, this study sought
to improve the affordability and accuracy of the diagnostic process [39]. Employing five
distinct machine learning algorithms—Logistic Regression, K-Nearest Neighbor, Decision
Tree, Support Vector Machine, and Artificial Neural Network—the research investigated the
impact of generative adversarial networks (GANs) and synthetic minority oversampling
(SMOTE) on refining prediction accuracy. The findings demonstrate that the integration of
these techniques significantly improves the overall performance of the classifier, showcasing
their potential to contribute to more effective and accessible diagnoses in the field of chronic
liver disease.

2.5.2. Retail

In retail, a fundamental domain in the modern world, the application of synthetic data
represents a vital frontier poised to address critical challenges and unlock new opportunities.
Synthetic data generated through advanced computational techniques offer a promising
solution to mitigate the data scarcity issues commonly encountered in retail analytics. By
simulating realistic yet artificial datasets, synthetic data facilitate the development and
testing of innovative strategies without relying on limited or sensitive real-world data.
This approach holds immense potential across various aspects of retail operations. As
the retail landscape continues to evolve in the digital age, the adoption of synthetic data
methodologies emerges as a transformative force driving efficiency, competitiveness, and
customer-centricity in the retail sector.

A recent study addressed the challenge of data scarcity in estimating the Water Quality
Index (WQI) by leveraging artificial intelligence (AI) to generate synthetic datasets [40].
Over a three-year period, synthetic data were systematically generated with varying syn-
thetic multiplier values (10%, 25%, and 50%). While this prior research provides valuable
information, the study acknowledges some limitations. The absence of estimates of changes
in hydrological or land use patterns is recognized as a weakness. This research proposes a
further study that will improve the accuracy of the WQI by incorporating a more extensive
dataset for GP model training. Additionally, the paper goes deeper into the discussion of
metrics designed to assess the quality of synthetic data.

To summarize, in this review on synthetic data generation, as shown in Table 1, data
generation approaches are dissected, encompassing statistical-based methods and the
burgeoning field of machine learning-based techniques. Noteworthy studies are cited to
underscore the breadth and depth of research in each approach. Moreover, the review sheds
light on different data characteristics, emphasizing numerical, categorical, and temporal
data generation, while also addressing the paramount issue of privacy preservation in
synthetic data generation. Evaluation metrics play a pivotal role, with the paper elucidating
the distinction between fidelity metrics and utility metrics, which are crucial for gauging
the quality and applicability of the generated data. Furthermore, the review delineates the
diverse application domains of synthetic data, particularly focusing on healthcare and retail
sectors, offering insights into practical implementations and real-world implications. This
synthesis of reviewed studies serves as a resource, furnishing readers with a comprehensive
understanding of synthetic data generation’s multifaceted landscape and its profound
impact across various domains.
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Table 1. Table of reviewed studies.

Categories Subcategories Journals Reviewed

Data generation approaches Statistical-based generation [8,9]
Machine learning-based

generation [10–23]

Data characteristics Numerical data generation [24]
Categorical data generation [25]
Temporal data generation [26,27]

Privacy preservation [28–32]
Evaluation metrics Fidelity metrics [34,41]

Utility metrics [35,36]
Application domains Healthcare [37–39]

Retail [40]

3. Discussion

The review presented above highlights the significant advancements and innovative
approaches in data generation methodologies, particularly focusing on statistical-based,
machine learning-based, and privacy-preserving techniques across various application
domains. These methodologies have demonstrated their potential to overcome challenges
such as data scarcity, privacy concerns, and class imbalance, thereby opening new avenues
for research and applications in diverse fields. Unlike typical reviews that are based
solely on an exploration of the literature, this study incorporates a synthesis of existing
methodologies with a critical analysis and broadens the discussion by offering new insights
and perspectives.

A significant aspect of these studies is the growing importance of synthetic data
generation techniques in addressing the limitations of real-world datasets. Statistical-
based approaches, such as GenerativeMTD and the divide-and-conquer (DC) strategy,
have shown promise in accurately representing complex data relationships while ensuring
data balance. These methods offer practical solutions for generating synthetic datasets
that closely resemble real-world scenarios, particularly in domains like healthcare and
software engineering.

Another aspect worth discussing is the transferability of synthetic data generation
techniques from one domain to another. While certain methodologies may demonstrate
effectiveness in specific application domains, their adaptability to diverse datasets and
contexts remains a topic of interest. For example, although these statistical-based ap-
proaches have shown promise in generating synthetic datasets that closely resemble real-
world scenarios, further research is warranted to explore their applicability beyond the
domains of healthcare and software engineering into sectors like finance, manufacturing,
and telecommunications.

A systematic review addresses the challenges and potential of synthetic data genera-
tion for tabular health records [33]. The promising outcomes observed in previous studies
are related to the synthesis of tabular data, particularly in fields such as healthcare and
energy consumption. Despite these advancements, the study highlights the need for a
reliable and privacy-preserving solution in handling valuable healthcare data. Focusing
on methodologies developed within the past five years, the review elaborates on the role
of generative adversarial networks (GANs) in healthcare applications. The evaluation
of GAN-based approaches reveals progress, yet it underscores the necessity for further
research to pinpoint the most effective model for generating tabular health data.

Similarly, machine learning-based generation techniques, including conditional gen-
erative adversarial networks (cGANs), variational autoencoders, and deep learning mod-
els, have demonstrated remarkable capabilities in generating synthetic data with high
fidelity. Yet, their generalizability across different datasets and domains requires careful
consideration. Understanding the nuances of dataset characteristics and domain-specific
challenges is crucial for assessing the transferability of these models and methodologies.
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These approaches not only improve prediction accuracy in critical healthcare scenarios
but also extend their applicability to diverse domains such as agriculture and energy
consumption forecasting.

Furthermore, privacy preservation emerges as a critical concern in data generation,
particularly in domains where sensitive information is involved. Innovative frameworks
like Duo-GAN and hybrid GAN-based methodologies offer promising solutions for gener-
ating synthetic data while preserving user privacy. These techniques enable the release of
private research data to the public while diminishing the risk of identification disclosure.
Examining the robustness of these privacy-preserving techniques across diverse datasets
and application domains can provide valuable insights into their generalizability and
practical utility.

A thorough review delved into the realm of creating synthetic data for Intrusion
Detection Systems (IDSs) using generative adversarial networks (GANs) [42]. The study
examined several GAN architectures, notably VanillaGAN, WGAN, and WGAN-GP, along-
side specific models such as CTGAN, CopulaGAN, and TableGAN. The evaluation focused
on their performance using the NSL-KDD dataset. The findings of the study demonstrated
the effectiveness of GANs in generating realistic network data for IDS applications. How-
ever, the study underscored a crucial point: the choice of GAN architecture and model
significantly influenced the quality of the synthetic data. This review provides valuable
insights for researchers and practitioners in the field of cybersecurity, emphasizing the nec-
essary considerations when employing GANs for synthetic data generation in the context
of IDS datasets.

Evaluation metrics play a crucial role in assessing the fidelity and utility of synthetic
datasets. Standardized metrics such as TabSynDex enable comprehensive evaluations,
measuring the similarity between real and synthetic data across various dimensions. By
establishing universal measures for evaluating synthetic data quality, researchers and practi-
tioners can make informed decisions about the effectiveness of different generative models.

While existing evaluation metrics provide valuable insights into the quality of synthetic
tabular data, it is essential to acknowledge their limitations and strengths. One limitation
of existing evaluation metrics is their reliance on specific statistical measures, which may
not comprehensively capture the complexity of real-world data distributions. Metrics such
as Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) focus primarily on
quantifying the discrepancy between synthetic and real data distributions but may overlook
nuances in data relationships and patterns. Additionally, these metrics may not adequately
account for the diversity and variability present in real-world datasets, leading to potential
inaccuracies in assessing synthetic data quality.

Moreover, existing evaluation metrics may exhibit limited suitability for evaluating
different types of synthetic data, particularly across diverse application domains. While
certain metrics like the Kolmogorov–Smirnov (KS) test and Wasserstein distance (WD) are
commonly used to assess the similarity between distributions, their effectiveness may vary
depending on the characteristics of the data and the underlying generation methodologies.
For instance, metrics tailored to assess the fidelity of continuous data may not be directly
applicable to categorical or mixed-type data, necessitating the development of domain-
specific evaluation metrics.

Despite these limitations, existing evaluation metrics offer valuable insights into the
quality and performance of synthetic tabular data generation techniques. Metrics such as
TabSynDex enable comprehensive evaluations, measuring the similarity between real and
synthetic data across various dimensions. By establishing universal measures for evaluating
synthetic data quality, researchers and practitioners can make informed decisions about the
effectiveness of different generative models.

The application domains discussed in this study underscore the broad impact of syn-
thetic data generation techniques. In healthcare, synthetic data facilitate medical research
and diagnostic processes by addressing challenges related to data scarcity and privacy.
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Similarly, in retail, synthetic data offer a solution to data scarcity issues, enabling the devel-
opment and testing of innovative strategies without relying on limited real-world data.

In a comprehensive survey, the complex domain of synthetic data generation was
examined, with a specific emphasis on the innovative domain of generative adversarial
networks (GANs) [43]. Synthetic data become invaluable in scenarios where original data
are scarce or of degraded quality, helping to improve the performance of machine learning
models. This study covers various aspects, including GAN architectures, challenges and
breakthroughs in their training, algorithms for synthesizing data, diverse applications, and
methodologies for evaluating the synthetic data’s quality. A special feature of this research
is the unique combination of synthetic data generation and GANs, offering a perspective to
researchers entering this field. As is shown, this review explores the main techniques for
evaluating the quality of synthetic data, with a particular focus on tabular data, offering
readers a comprehensive and insightful resource for digging deeper into the complex field
of synthetic data creation and GANs.

The reviewed methodologies and models offer diverse approaches to handling com-
plex data relationships and interactions within tabular datasets, each with its strengths and
limitations. Understanding how these techniques operate in various scenarios is crucial for
assessing their effectiveness and applicability.

Statistical-based approaches, such as GenerativeMTD and the divide-and-conquer
(DC) strategy, excel in capturing complex data relationships by leveraging mathematical
principles and statistical inference. These methodologies analyze the underlying struc-
tures of tabular datasets and generate synthetic data that closely resemble real-world
distributions. For example, GenerativeMTD effectively models temporal dependencies in
time-series data, making it suitable for scenarios where sequential patterns are prevalent,
such as financial forecasting and sensor data analysis. Similarly, the DC strategy partitions
the dataset into smaller subsets, allowing for the localized modeling of complex relation-
ships and interactions. However, these methodologies may struggle with high-dimensional
datasets or nonlinear relationships, requiring careful parameter tuning and preprocessing
steps to achieve satisfactory results.

Machine learning-based generation techniques, including conditional generative ad-
versarial networks (cGANs), variational autoencoders (VAEs), and deep learning models,
offer powerful tools for capturing intricate data relationships and generating synthetic data
with high fidelity. cGANs, for instance, excel in generating data samples conditioned on
specific attributes or features, enabling fine-grained control over the synthesized output.
VAEs, on the other hand, learn latent representations of the data distribution, allowing
for continuous interpolation between data points and the exploration of the latent space.
Deep learning models leverage hierarchical representations to capture spatial and temporal
dependencies in tabular datasets. These techniques demonstrate remarkable capabilities in
scenarios where data relationships are nonlinear or high-dimensional, such as image recog-
nition, natural language processing, and time-series forecasting. However, they may require
large amounts of training data and computational resources, and their interpretability can
be limited compared to statistical-based approaches.

Despite their strengths, both statistical-based and machine learning-based techniques
may struggle with certain challenges, such as data sparsity, imbalanced class distributions,
and outliers. For instance, generating synthetic data that accurately represent rare events
or minority classes can be challenging, leading to biased or unrealistic outcomes. Moreover,
ensuring the diversity and generalizability of synthetic datasets across different application
domains remains an ongoing research area.

In addition, considering the growing concerns around data privacy and fairness, it
is imperative to thoroughly explore the ethical implications of synthetic data generation
techniques. The development of algorithms based on machine learning techniques must
take into account concepts such as data bias and fairness [44]. While the scientific literature
proposes numerous techniques to detect and evaluate these problems in real datasets, less
attention has been dedicated to methods generating intentionally biased datasets, which



Electronics 2024, 13, 1965 17 of 20

could be used by data scientists to develop and validate unbiased and fair decision-making
algorithms [45]. Synthetic data, emerging as a rich source of exposure to variability for
algorithms, present unique ethical challenges. For instance, the deliberate modeling of
bias in synthetic datasets using probabilistic networks raises questions about fairness and
transparency in algorithmic decision-making processes. Moreover, the incorporation of
synthetic data into machine learning algorithms reconfigures the conditions of possibility
for learning and decision-making, warranting careful consideration of the ethicopolitical
implications of synthetic training data. In light of these considerations, it is essential
to assess the ethical implications of synthetic data generation techniques and develop
potential mitigation strategies to ensure the responsible and equitable use of synthetic data
in algorithmic decision-making processes.

In addition to privacy concerns and biases, addressing the ethicopolitical implications
of synthetic data is crucial for fostering transparency and accountability in algorithmic
decision-making. Synthetic data promise to place algorithms beyond the realm of risk
by providing a controlled environment for training and testing, yet their usage raises
questions about the societal impact of algorithmic decision-making. As machine learning
algorithms become deeply embedded in contemporary society, understanding the role
played by synthetic data in shaping algorithmic models and decision-making processes
is paramount [46]. Moreover, developing guidelines and best practices for the ethical use
of synthetic data can help mitigate potential risks and ensure that algorithmic decision-
making processes uphold principles of fairness, transparency, and accountability in diverse
societal domains.

Taking into account all of these factors, deploying synthetic data generation techniques
in different sectors or industries presents various practical challenges and implementation
barriers that warrant careful consideration. Understanding these challenges is essential for
effectively leveraging synthetic data generation methods in real-world applications.

One practical challenge is the availability of high-quality training data representative
of the target domain. While synthetic data generation techniques offer a means to augment
limited or unavailable real-world datasets, ensuring the fidelity and diversity of synthetic
data remains a key concern. In many sectors, obtaining labeled training data that accu-
rately reflect the underlying data distributions and capture domain-specific nuances can
be challenging. Moreover, maintaining the balance between data diversity and privacy
preservation introduces additional complexities, especially in highly regulated industries
such as healthcare and finance.

Implementation barriers also arise from the computational and resource-intensive
nature of certain synthetic data generation techniques. For instance, machine learning-
based approaches, such as generative adversarial networks (GANs) and deep learning
models, often require significant computational resources and expertise to train and deploy
effectively. In sectors with limited access to computational infrastructure or data science
expertise, deploying and maintaining such techniques can be prohibitively challenging.
Additionally, ensuring the scalability and efficiency of synthetic data generation pipelines
to accommodate large-scale datasets and real-time data generation further complicates
implementation efforts.

Furthermore, the interpretability and explainability of synthetic data generation tech-
niques pose challenges in sectors where transparency and accountability are paramount.
Understanding how synthetic data are generated and their implications for downstream
decision-making processes is crucial for building trust and confidence among end-users and
stakeholders. Providing transparent documentation of the synthetic data generation pro-
cess and validation methodologies is essential for fostering trust and facilitating adoption
in diverse sectors and industries.

Despite all of these challenges, the future evolution of synthetic tabular data generation
techniques holds great promise, driven by advancements in machine learning, artificial
intelligence, and data generation methodologies. Envisioning the trajectory of this field
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involves anticipating key trends and developments that are likely to shape the landscape
of synthetic data generation in the coming years.

One key direction for future research is the development of more sophisticated gen-
erative models capable of capturing complex data relationships and distributions with
greater fidelity. Machine learning techniques such as deep generative models, including
deep neural networks and variational autoencoders, are poised to play a central role in
this evolution. By leveraging hierarchical representations and advanced optimization
algorithms, these models offer the potential to generate synthetic data that closely resemble
real-world datasets across diverse domains and application scenarios.

Moreover, the integration of domain knowledge and expert insights into the synthetic
data generation process is expected to enhance the realism and utility of generated datasets.
Hybrid approaches that combine statistical modeling techniques with machine learning
algorithms enable the incorporation of domain-specific constraints and priors into the
generative process. For instance, incorporating structural equation modeling or Bayesian
networks to encode domain knowledge can improve the interpretability and fidelity of
synthetic data, making them more suitable for downstream applications such as predictive
modeling and decision support systems.

Another important direction for future research is the development of robust evalua-
tion methodologies and benchmarking frameworks for assessing the quality and utility
of synthetic tabular data. As synthetic data generation techniques continue to evolve, it
becomes increasingly important to establish standardized evaluation metrics and datasets
that enable fair comparisons across different methodologies. By promoting transparency
and reproducibility in the evaluation process, researchers can facilitate the adoption and
validation of novel techniques and accelerate innovation in the field.

Furthermore, addressing ethical and societal implications remains a critical aspect of
the future evolution of synthetic data generation techniques. As synthetic data become
more prevalent in various sectors and industries, ensuring fairness, transparency, and
accountability in their generation and usage is paramount. Interdisciplinary collaborations
between researchers from data science, ethics, law, and social sciences can help navigate
the complex ethical landscape of synthetic data generation and develop guidelines for
responsible data usage.

Overall, we tried to highlight the growing potential of synthetic data generation
methodologies in overcoming data-related challenges across various domains. Constant re-
search and development in this field are essential for advancing data science and unlocking
new opportunities for innovation and breakthroughs.

4. Conclusions

In summary, the reviewed literature underscores the critical role of synthetic data
generation methodologies in addressing data scarcity, privacy concerns, and complex
relationships within datasets across diverse domains. From statistical-based approaches
to machine learning-based techniques, the advancements highlighted offer promising
avenues for generating high-fidelity synthetic data. Moreover, the development of inno-
vative privacy-preserving frameworks emphasizes the importance of maintaining user
privacy while generating realistic synthetic datasets. Standardized evaluation metrics
further enhance the reliability and comparability of synthetic data quality assessments.
Across healthcare, retail, and other application domains, synthetic data emerge as an evolu-
tionary tool, enabling improved medical research, diagnostic processes, and retail analytics.
Looking ahead, continuous research and development in synthetic data generation method-
ologies will be essential for driving innovation and supporting responsible data use in
various real-world contexts.
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