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Abstract: Given the difficulty of explaining the unwrapping process through traditional teaching
methodologies, this article presents the design, development, and validation of an immersive Virtual
Reality (VR) serious game, named Unwrap 3D Virtual: Ready (UVR), aimed at facilitating the learning
of unwrapping 3D models. The game incorporates animations to aid users in understanding the
unwrapping process, following Mayer’s Cognitive Theory of Multimedia Learning and Gamification
principles. Structured into four levels of increasing complexity, users progress through different
aspects of 3D model unwrapping, with the final level allowing for result review. A sample of
53 students with experience in 3D modeling was categorized based on device (PC or VR) and
previous experience (XP) in VR, resulting in Low-XP, Mid-XP, and High-XP groups. Hierarchical
clustering identified three clusters, reflecting varied user behaviors. Results from surveys assessing
game experience, presence, and satisfaction show higher immersion reported by VR users despite
greater satisfaction being observed in the PC group due to a bug in the VR version. Novice users
exhibited higher satisfaction, which was attributed to the novelty effect, while experienced users
demonstrated greater control and proficiency.

Keywords: virtual reality; learning; unwrapping; 3D model; usability; satisfaction; serious game;
education; hierarchical cluster

1. Introduction

Virtual Reality (VR) technology has undergone remarkable advancements in recent
years, evolving from basic 3D visualizations to immersive experiences that enable user
interaction within virtual environments. This progression, particularly in immersive VR,
has found diverse applications across various domains, including medicine, industry, and
education [1]. Notably, VR has shown its potential to improve learning outcomes [2,3],
particularly in subjects requiring strong visual and spatial comprehension, such as geometry,
3D modeling, and computer science [4].

Amidst the integration of VR into educational settings, a new category of educational
tools known as ‘VR serious games’ has emerged. These immersive experiences serve not
only to educate but also to entertain, providing engaging platforms for reinforcing learning
objectives. Among the myriad applications of VR serious games, one particularly promising
area lies in elucidating complex concepts related to 3D modeling and texturing. For
example, in [5], authors developed a VR application aimed at enhancing understanding of
various views and modeling techniques within VR environments. Another study analyzed
factors affecting usability in 3D modeling in VR [6], highlighting the importance of realistic
objects for immersion, coherent size with reality, stability of objects, and inclusion of
feedback mechanisms.

However, despite notable advancements, challenges persist, especially for intermedi-
ate users grappling with the intricacies of 3D modeling production, including the often-
overlooked task of texturing meshes to achieve realistic visual representations. The textur-
ing process requires users to manipulate the mesh of their 3D model to create textures that
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fit perfectly with each other, a task that demands spatial intelligence. While VR technology
has shown the potential to improve spatial ability, challenges exist in designing experiences
that foster learning without hindrance [7]. Additionally, other studies have highlighted the
positive impact of VR on spatial ability improvement [8].

This research aims to address the aforementioned gap by introducing Unwrap 3D
Virtual: Ready (UVR) an innovative VR serious game specifically designed to provide an
immersive learning experience focused on mastering 3D model unwrapping modalities.
By targeting this critical aspect of 3D modeling production, this study seeks to enhance the
educational potential of VR technology and contribute to the advancement of VR-based
learning tools. Through an initial assessment, the usability and user satisfaction of UVR
was evaluated through a validation study involving 53 students. The focus of the research
was to gauge user feedback regarding usability and satisfaction with the game interface
rather than measuring learning outcomes directly. For this validation, users were split
into two groups: one using UVR in VR and the other on PC. Additionally, the previous
groups were divided into three groups based on their previous experience with VR in
order to consider the novelty effect, which can affect satisfaction and learning outcomes [4].
Usability and satisfaction were assessed using the Game Experience Questionnaire (GEQ)
through analyzing three modules: Game Core In-Game version (GEQ-IG), Post-Game
module (GEQ-PG), and a Presence Questionnaire (PQ). These findings not only shed light
on the user experience of UVR but also offer insights into the potential of VR serious games
in enhancing user engagement and satisfaction in educational contexts.

The main focus of this research is on the optimization of VR experiences’ design for
optimal usability. Additionally, the novelty effect was considered, as users unfamiliar with
VR environments may exhibit different responses in usability and satisfaction surveys.

In the context of 3D modeling and unwrapping, an important aspect to consider is
the concept of UVs (two-dimensional coordinate space of the 3D models). UV mapping
involves the process of unwrapping a 3D model’s surface to lay it flat in 2D space, enabling
textures to be applied accurately. UVs are crucial in ensuring that textures wrap seamlessly
around a model, preserving its visual fidelity and realism. Understanding UV mapping
principles and techniques is essential for achieving high-quality texture mapping in 3D
modeling and is fundamental to the texturing process in computer graphics and virtual
environments. Therefore, in the development of UVR, special attention was given to
teaching users about UV mapping and its significance in texturing 3D models within the
immersive environment.

This article is structured as follows: Section 2 collects the state of the art, Section 3
describes the methodology and materials of the research, while Section 4 presents the
results. Section 5 discusses the results, and Section 6 concludes the paper.

2. State of the Art

Prior to this experiment, several VR applications have been developed to support
conventional learning, particularly in abstract subjects such as mathematics. For example,
Hsu developed a VR application aimed at bolstering learning in this domain [9], yield-
ing positive outcomes in terms of learning efficacy. Similarly, the study of İbili found
that Augmented Reality (AR) enhanced 3D thinking skills, contributing to the learning
process [10]. These findings were further supported by Simonetti, who utilized a VR appli-
cation to elucidate mathematical concepts [11]. In the field of medicine, Chen proposed
a VR application to facilitate the learning of skull anatomy [12]. Through a comparative
analysis, their study demonstrated the effectiveness of VR in improving motivation levels
without compromising learning outcomes when compared to traditional methods, such as
physical atlases. Another notable example of a VR serious game applied to Underwater
Cultural Heritage is explored in [13], and it investigates the utility of a diving simulator
to facilitate the reconstruction of excavations. Additionally, in the realm of archaeological
research, Mixed Reality is used in [14] as a platform for a collaborative experimental system
to visualize archaeological excavations, allowing multiple users to visualize the same space
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and take and share notes synchronously. Furthermore, [15] explores the potential of VR
serious games and simulations, emphasizing the importance of knowledge transfer and
the haptic feedback to enhance presence and immersion. The utility of these technologies
for education is reinforced by [16], which studies the usability and the acceptance level of
users when substituting conventional learning methods.

Considering the design of the serious game UVR, several design principles were
considered to create a comfortable experience. Previous research included the Cognitive
Theory of Multimedia Learning [17], which was adapted to a VR application [4]. This theory
comprises principles aimed at enhancing the understanding of content, some of which
can be applied to avoid distractions, guide attention, and reinforce information from dif-
ferent sources. Following the conclusions of the authors, the design of their application
was successful. Additionally, in [18], the authors combined this theory with Gamification
principles to improve motivation and engagement during gameplay. Gamification in VR
enhances intrinsic motivation and engagement [19]. Following Faust’s research [20], vari-
ous design frameworks for gamifying video games and applications have been developed,
each suitable for different learning contexts. Storytelling has been employed as a Gami-
fication technique to enhance user involvement, as demonstrated by Staneva [21]. Other
research has adapted completion-contingent rewards into performance-contingent rewards
in a game-based learning context, successfully improving motivation and learning out-
comes [22]. Although numerous Gamification techniques exist, the study of Tiefenbacher
compared techniques such as high scores and achievements, finding that they improved
intrinsic motivation despite some users feeling a higher level of intuition with the VR
environment and finding it easy to use, confirming that time-pressure was disruptive for
users [23].

For evaluating the quality of games, one of the most well-known surveys is the GEQ,
which includes three modules: GEQ-IG, GEQ-PG, and social presence [24]. This survey
is commonly used for VR experiences, as demonstrated in the study by Boletsis, where
locomotion in VR was measured using a combination of GEQ and the System Usability Scale
(SUS) [25]. However, this approach was not entirely successful, as both questionnaires did
not equally measure the user experience. Therefore, a merged questionnaire was proposed.
Also, Vlahovic highlighted the need to combine GEQ with other measures to include
specific items typical of VR, such as cybersickness [26].

3. Materials and Methods

In this section, the design of the serious game will be described. Firstly, the educational
objectives will be exposed, accompanied by the theories and methodologies that were
followed. Secondly, the designing process of each part of the serious game will be explained
in detail, elucidating how this design has been adapted to the educational framework.
PC and VR versions can be download at https://xrailab.es/cases/uvr/. Finally, the
assessment method will be explained, along with the sample features that participated in
the experiment.

3.1. Design of the Serious Game

The primary objective of the serious game UVR is to facilitate the learning of complex
3D concepts, such as unwrapping 3D models. To achieve this goal, UVR incorporates an
additional graphical interface layer compared to the conventional 3D model unwrapping
process, which is typically imperceptible to the user. To enhance the learning experience,
UVR utilizes animations to illustrate the process of 3D model unwrapping. Figure 1
provides an example of one such animation. This process is represented in three phases. As
depicted in Figure 1, the initial phase marks the commencement of unwrapping, followed
by the intermediate stage, then culminating in the near completion of the process, where
all faces are nearly overlapping.

https://xrailab.es/cases/uvr/
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Figure 1. Animation of a 3D model unwrapping from a cube: (a) beginning of the unwrapping;
(b) advanced status of the unwrapping; and (c) all the faces are almost overlapping and about to
finish the unwrapping.

UVR integrates various components to impart knowledge regarding the characteristics
of different geometric unwrapping methods (cubic, cylindrical, and spherical), the unwrap-
ping process utilizing seams, and general insights into 3D model unwrapping and UVs.
The selection of these types is rooted in the fact that the 3D modeling software Blender
incorporates them as default features. Given Blender’s open-source nature, it serves as an
ideal complement to UVR for classroom instruction [27].

The distinguishing feature of UVR lies in its visualization of the 3D unwrapping
process, aimed at harnessing the full potential of VR to enhance spatial concept learning [28].
Despite this, it is imperative that users devote utmost attention to the animations, as they
facilitate a deeper understanding of the characteristics of each unwrapping type. To
enhance this functionality, a game system based on the selection of 3D unwrapping has
been implemented. Users can interact with various 3D models, each offering a choice
among three types of unwrapping, with only one being the most accurate. The primary
objective of this serious game is to enhance learning, requiring the unwrapping of every
3D model to complete the game. In order of importance, the following criteria have been
identified as correct for solving the unwrapping:

1. The unwrapping must minimize distortion.
2. The number of islands into which it is divided should be relatively low, facilitating

the identification of each.
3. The unwrapping should be as compact as possible, occupying the majority of the UV

space available.

To enhance the effectiveness of the serious game, several Gamification elements have
been integrated. Recognizing that the requirement to complete UVR entails executing the
correct unwrapping of all 3D models, and given the limited three options, users might
be inclined to make arbitrary selections in order to expedite their progress through the
game. To address this potential issue, a reward system has been implemented, drawing
upon common Gamification principles often employed in educational contexts [29]. UVR
employs a scoring system to evaluate user performance: the more errors made, the lower
the score awarded. This scoring system operates on a performance-contingent basis,
meaning that points are earned based on the user’s performance during gameplay [30].
Furthermore, the rewards provided are intangible, existing solely within the context of
the serious game itself [31]. This system effectively discourages users from randomly
selecting 3D unwrapping options, as doing so could result in a deduction of points [22].
Moreover, it enables instructors to identify users who have made random selections, as
these individuals are likely to exhibit a higher frequency of errors and a shorter duration
of gameplay. Detailed explanations of the Gamification mechanics employed within UVR
will be provided in Section 3.2.

To enhance the design of the experience, the principles of Mayer’s multimedia learning
cognitive theory have been incorporated [17]. This theory advocates for 12 principles
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that are aimed at enhancing learning outcomes and reducing mental overload. Given
the importance of these objectives in experiences integrating Gamification elements, the
principles were adapted for use in UVR, which can be played on both 2D-desktop and VR
platforms. All principles are described in the Cognitive Theory of Multimedia Learning by
Mayer [17]. In total, 8 principles were integrated into UVR:

1. Segmenting principle: Educational content is divided into separate parts rather than
presented as a unified whole.

2. Pre-training principle: Names and key features of the experience are provided prior
to its commencement.

3. Coherence principle: Extraneous material that does not contribute to the experience
is removed.

4. Signaling principle: Key elements are highlighted visually or aurally to enhance
usability and experience.

5. Personalization principle: Learning is enhanced when the multimedia message is
conveyed in a conversational style rather than formally.

6. Embodiment principle: This principle involves the implementation of human-like
traits and elements, such as gestures, movements, or emotions.

7. Guided Discovery principle: Learning improves when a guide is incorporated during
the experience.

8. Spatial Contiguity principle: This principle involves the simultaneous presentation
of textual and graphical material.

In Section 3.2, the implementation of the principles of the multimedia learning cogni-
tive theory will be thoroughly elucidated.

3.2. Development of the Serious Game

With the application of the design theories previously elucidated to the educational
objective of UVR—specifically, enhancing understanding of 3D unwrapping through graph-
ical visualization—a preliminary version of UVR has been developed. UVR is situated
within a classroom environment where users are tasked with selecting the 3D unwrapping
method that best suits the provided models, all while receiving visual assistance in the
unwrapping process. To elucidate the functioning of the serious game and its alignment
with Mayer’s principles and Gamification techniques, all elements of the serious game will
be detailed, followed by an explanation of the phases of UVR. This sequence is chosen
because the serious game maintains consistency in its elements across levels, featuring only
variations in difficulty and unwrapping type. Subsequently, differences between the PC
and VR platforms for UVR will be delineated.

UVR features a singular scenario encompassing all its elements. Each element will
be thoroughly explained, including the rationale behind its inclusion and functionality,
based on the principles of the multimedia learning cognitive theory and Gamification. To
facilitate comprehension, Figure 2 offers an overhead view of the classroom environment,
with each element being identified by a corresponding number (note that each number
corresponds to the description of the element).
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Table, (4) the Robot, (5) Tablet, (6) the Path of the Unwrapping, and (7) the Blackboard.

1. Classroom (Figure 2(1)): This is the primary environment in which UVR unfolds,
occupying a space of 4 × 4 square meters. The scenario is intentionally adorned with
minimal elements, featuring only two external components: a door and a window.
Given the confined movement area, these elements were incorporated to impart a
greater sense of spaciousness. This design decision aligns with the Coherence prin-
ciple, as it simplifies the experience by removing non-essential elements that do not
contribute to the educational objective. Additionally, the size of the environment has
been reduced to facilitate movement among the various playable elements. Further-
more, the colors within the classroom are more subdued compared to the rest of the
playable elements. This choice adheres to the Coherence principle by ensuring that
superfluous elements are not emphasized. Moreover, it complies with the Signaling
principle, as the playable elements are distinguished by their vibrant colors, enhancing
visibility and guiding user attention.

2. Object Table (Figure 2(2)): This table serves as the platform for displaying the 3D
models available for unwrapping. Users have the freedom to move around the
environment, including the table. At the start of each level, all objects are positioned
on the table. The number of 3D models varies depending on the level, with specific
objects being chosen for each level, as detailed in the level explanations.

3. Unwrapping Table (Figure 2(3)): This table houses all the elements through which
the user can control the unwrapping of 3D models. Figure 3 provides an overhead
view of these controllers, with each corresponding letter representing its description
in the text. These elements will be described below.
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mine its accuracy. 

d. Punctuation display (Figure 3d): Depending on the unwrapping option chosen 
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played as ‘+2’ in green); otherwise, 1 point will be subtracted (displayed in red 
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a. Plate (Figure 3a): The plate serves as a surface where users must place the object
to initiate the unwrapping process. When the object is in close proximity to the
plate, it will automatically be positioned on it if the user releases the object.

b. Unwrapping Buttons (Figure 3b): Three buttons are provided to select the
unwrapping option when an object is placed on the plate. If the object is
intended to be unwrapped using the three geometric projections (cube, cylinder,
or sphere), the buttons will display an image representing each projection.
However, if the object is intended to be unwrapped through seams, the images
will be replaced with the numbers ‘1’, ‘2’, and ‘3’, each corresponding to a
different version of the seam unwrapping. Figure 4 illustrates the two types of
unwrapping buttons.
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c. Lever (Figure 3c): Once users have selected the preferred unwrapping option
for the 3D model, they can activate the lever to confirm their decision and
determine its accuracy.

d. Punctuation display (Figure 3d): Depending on the unwrapping option chosen
by the user, a corresponding addition or subtraction of points will be displayed
in front of the plate. If the unwrapping is correct, 2 points will be added (dis-
played as ‘+2’ in green); otherwise, 1 point will be subtracted (displayed in red
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as ‘−1’), as depicted in Figure 5. This design choice aligns with Gamification
principles by incorporating intangible rewards based on user performance. Pro-
viding this feedback visibly to the user helps discourage random selections.
Additionally, the colors green and red were selected to denote reward and pun-
ishment, respectively. Lastly, the feedback punctuation (+2 and −1) was chosen
to prevent users from making random selections. Since there are 3 options, an
incorrect selection deducts half the points of a correct selection, ensuring that
users who select randomly and only select one of the 3 unwrapping options
correctly will have their total points deducted.
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e. Advancing Level Button (Figure 3e): Once all objects in a level have been
unwrapped, a red button will appear on the unwrapping table. This button
allows users to progress to the next level. This design adheres to the Segmenting
principle, enabling the division of the serious game into distinct units.

f. Clue Button (Figure 3f): When a user selects an incorrect unwrapping option
and interacts with the lever, a green button will appear on the unwrapping
table. This green button enables the user to request a clue. The provision of
these clues aligns with the Guided Discovery principle, as providing guidance
during gameplay enhances learning. Upon pressing this button, a robot will
appear, delivering key information to assist the user.

4. Robot (Figure 2(4)): When users press the clue button, a robot will appear to provide
clues. This robot also appears when all the 3D models are correctly unwrapped,
indicating the availability of the red button to advance to the next level. The robot
communicates through speech bubbles, and its appearance is accompanied by a
distinctive sound to notify the user. An example of the robot interacting is displayed
in Figure 6.

5. Tablet (Figure 2(5)): This device appears when the user selects one of the available
unwrapping types. The tablet features a slider that, when moved to the right, plays
the animation frame by frame and, when moved to the left, reverses the animation
frame by frame. When the slider is released, the animation pauses on the current
frame, allowing for detailed observation of the unwrapping process. Additionally,
the tablet can be moved around the scenario to provide a better viewing angle of the
animation. It can also be placed at any point in the scenario for user convenience, as
the device’s physics are not activated.

6. The Path of the Unwrapping (Figure 2(6)): Although the path itself is not a tangible
element, its consideration is crucial due to its significance in visualizing the unwrap-
ping process. To optimize visibility, the animation’s path follows a diagonal direction
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relative to the space’s center, where the user typically resides. This orientation allows
the user to closely observe the process from various viewpoints.

7. Blackboard (Figure 2(7)): Positioned in front of the unwrapping table, this surface
serves as the viewing area for the fully unwrapped 3D model, as it is where the un-
wrapping path concludes. The completed unwrapping is highlighted within a frame
on the blackboard. To convey additional information effectively, the Spatial Contiguity
principle has been considered. As such, the blackboard displays the directions of U
and V (the coordinates of the 2D textures), combining text and animation seamlessly.
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In addition, UVR consists of multiple levels that adhere to the Segmenting principle,
with each level featuring distinct content. Despite the varying content types, all levels
occur within the same scenario, and the elements previously explained are shared across
all levels. The structural overview of UVR can be observed in Figure 7.
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The levels are described below, including their educational purposes, game elements,
and the types of 3D models to be unwrapped.

• Level 0—Tutorial: This level serves to introduce users to the game mechanics. Follow-
ing the Pre-training principle, the experience is described before initiation. All design
elements are maintained in this level. Users encounter four easily recognizable 3D
models: a Rubik’s cube representing cubic projections, a spear representing cylindrical
projections, an apple representing spherical projections, and an organic figure (the
head of a monkey) representing seam projections.

• Level 1—Geometric Projections: The objective of this level is to acquaint users with
geometric projections. All elements remain unchanged, and users encounter five 3D
models representing the three geometric projections: cubic, cylindrical, and spherical.

• Level 2—Seam Projections: This level aims to familiarize users with seam projections.
All elements are retained, featuring two objects to be unwrapped using seams. Each
object presents three unwrapping options, with only one being correct. The other two
options demonstrate the issues that can arise with these types of unwrapping.

• Level 3—Final Test: The goal of this level is to assess the user’s knowledge by
presenting a challenging test. All elements are retained, albeit with fewer clues, and
users encounter seven 3D models to be unwrapped that are more difficult than those in
previous levels, evaluating the extent of learning improvement. Four of these objects
pertain to geometric projections, while the remaining three represent seam projections.

• Level 4—Results: In this level, users are not required to perform any actions. Instead,
they are instructed to observe the blackboard, where their performance for each level
is displayed (including the number of correct answers and mistakes) along with a star
rating. This level exemplifies one of the core Gamification principles [32].

Given that the primary learning objective is the visualization of the 3D model unwrap-
ping process, UVR has been designed to accommodate two versions: PC and VR.

• PC version: The PC experience offers a diminished sense of three-dimensionality due
to its 2D visualization and wider field of view (FOV). Consequently, users may find it
less necessary to navigate the scenario extensively. Control is facilitated through the
keyboard and mouse.

• VR version: In contrast, the VR version offers a heightened sense of three-dimensionality,
leveraging head-mounted displays (HMDs) and providing a greater perception of
scale with a wider FOV in recent generations [33]. Consequently, users are encour-
aged to explore the scenario more extensively to interact with objects. This version
incorporates teleport locomotion, a common feature in VR experiences [34].

However, during UVR’s development, an unresolved bug hindered the visualization
of the 3D model unwrapping animation at certain points. This issue was particularly
pronounced in the VR version due to the increased movement requirements resulting from
the augmented sense of scale.

UVR was developed using Unreal Engine 5.1 and Blender 3.6.0 LTS. These software
platforms were selected for their cost-effectiveness and capacity to create photorealistic
elements [35]. Additionally, the research group possessed prior experience in developing
similar VR projects [4].

3.3. Design and Validation of the Game Experience Survey

In order to validate this serious game, both a pre-test before the experience and a
usability test after the experience were conducted. This methodological approach yields
robust results compared to solely administering a test [36].

The pre-test involved a brief questionnaire designed to assess users’ prior experience
with VR and their level of familiarity with it. Due to the high importance of cybersickness
in VR experiences, as other studies have shown [37], users were observed during the
experience for symptoms. Once the game was over, they were asked whether or not
they had experienced cybersickness. For the post-test, the chosen instruments were the
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GEQ-IG, GEQ-PG [38], and the PQ [39]. The GEQ is widely recognized as a standard
tool for assessing video games and serious games [40], as it encompasses key modules
with specific questions regarding users’ experiences during gameplay (the GEQ-IG) and
afterward GEQ-PG. Notably, this questionnaire offers two versions, with the GEQ-IG
version selected for its brevity to minimize the likelihood of random or less-accurate
responses from users, who were required to complete three questionnaires. Additionally,
this questionnaire includes a Social Presence Module, typically utilized in experiences
involving user collaboration. However, since UVR is an individual serious game, social
presence was deemed irrelevant [41]. Therefore, instead of the Social Presence Module, the
PQ was employed to evaluate individual presence and technical aspects related to user
interaction, such as controllers. This technical evaluation was deemed essential for usability
assessment, as it was conducted across two devices, PC and VR, with significant findings
being reported in other studies [4].

Regarding the elements evaluated and the number of questions, the GEQ-IG assesses
the following competencies (with two questions measuring each one):

• Competence: This pertains to the user’s sense of comfort with the experience controls,
akin to Computer Self-Efficacy (CSE) [42].

• Sensory and Imaginative Immersion: This measures the user’s interest in the serious
game, often associated with the sense of immersion “in the game” [43].

• Flow: This assesses the user’s level of concentration and engagement with the ac-
tions [44].

• Tension: This gauges the user’s experience of tension and difficulty in interacting with
the serious game.

• Challenge: This evaluates the user’s perception of being challenged by the serious
game [45].

• Negative affect: This identifies negative emotional states experienced by the user.
• Positive affect: This identifies positive emotional states experienced by the user.

The GEQ-PG evaluates the following competences:

• Positive affect: This component identifies positive emotional states experienced by
the user [45]. Six questions are used to measure this competency.

• Negative affect: This aspect identifies negative emotional states [45]. Six questions are
employed to assess this competency.

• Returning: This refers to the sense of “returning from a journey” once the experience
has concluded. It was evaluated using three questions.

• Tiredness: This evaluates the user’s feelings of tiredness upon completion of the
experience. Two items were used to assess this aspect.

The PQ evaluates users’ subjective sense of ‘being’ in the virtual environment. It
comprises the following competencies:

• Control factors: This component assesses the extent of control the user has over the
environment. Fourteen questions are employed to evaluate this aspect.

• Sensory factors: This competency evaluates the quantity of sensory information
perceived by the user. Ten questions are used to measure this aspect.

• Distraction factors: This assesses the user’s susceptibility to distraction from external
stimuli, taking into account technological aspects such as the type of HMDs. Seven
questions are utilized to evaluate this competency.

• Realism factors: These factors gauge the level of realism in the virtual environment,
considering its consistency and continuity. Six questions are included to evaluate this
aspect.

Additional information regarding these questionnaires can be found in [38,39].

3.4. Evaluation with Final Users

For the assessment of the experience, the sample consisted of 53 students enrolled in
the second course of the Video Games Design University Degree at Burgos University, as
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well as students pursuing the 3D Animation, Video Games, and Interactive Environments
Vocational Degree. All students had received some instruction of 3D modeling and/or
texturing.

Prior to the experience (XP), all students completed the pre-test. Based on the results,
three groups were established: Low-XP (n = 11), comprising students with no prior experi-
ence in VR; Mid-XP (n = 29), consisting of students with limited VR experience (they had
participated in a previous study conducted by the research group); and High-XP (n = 13),
comprising students who frequently engage in VR video games. Considering the students’
experience levels, the sample was divided into PC and VR groups, with 25 students par-
ticipating in the PC group and 28 in the VR group. This ensured that both groups were
balanced in terms of VR experience and contained the minimum number required for the
study [46], as illustrated in Figure 8.
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This balance between the groups aimed to provide insight into the functionality of
UVR, with secondary groups in each category being created to compare the experience
across different versions and levels of VR experience. Given the limited number of students
in each group, significant differences were not sought. However, a robust evaluation
was conducted using hierarchical clustering to compare the results of the groups created
within the clusters. This is a method for forming hierarchical groups of mutual exclusive
subsets [47]. Unsupervised learning is a machine learning paradigm where no classes are
given; models attempt to learn patterns from data without explicit guidance. Clustering is
one of the most typical unsupervised learning problems, and it involves models trying to
group instances based on the values of their features [48].

This analysis led to the division of three principal clusters, as detailed in Section 4.
Before commencing the experience, the functionality of the serious game was ex-

plained. The experimental setup consisted of three workstations equipped with Intel Core
i7-10710U processors, 32GB RAM, and NVIDIA GTX 2080 graphics cards. The HMDs used
were the Oculus Meta Quest 2 and Meta Quest Pro, along with their VR hand-controllers.
Upon completion of the experience, all users completed the questionnaires in the following
order: GEQ-IG, GEQ-PG, and PQ.

4. Results

In this section, the results obtained from the three questionnaires will be explained.
These results are divided according to the evaluation groups and the clusters (refer to
Supplementary Materials for more information). Results on cybersickness have not been
taken into account, as no user suffered from this issue.

Firstly, the division of the three clusters will be explained. Secondly, the results of each
group will be exposed and also displayed in radar plots to ease the understanding. The
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hierarchical clustering analysis provided the following three clusters: Cluster 1, composed
of 12 users, Cluster 2, composed of 24 users, and Cluster 3, composed of 17 users.

For a better understanding of the clusters, the relationship between users and groups
was considered based on the experience device (PC or VR) and their degree of previous
experience in VR (Low-XP, Mid-XP, and High-XP). This distribution can be observed in
Figure 9. The X-axis displays the distribution, by percentage, of clusters based on their
visualization device (left) and VR experience (right). Each cluster is represented on the
Y-axis. The genders of the users were also considered in this cluster analysis, but no
significant differences were found. The total percentage of women in the sample was 26%,
making up 25%, 21%, and 35% of each cluster, respectively.
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Considering this distribution as a reference, Clusters 1 and 2 exhibit a balanced
distribution concerning users’ previous experience; in both cases, the percentage of users
with Mid-XP is 58%, while Low and Mid-XP users account for approximately 20%. These
percentages are not extraordinary, as Mid-XP users represent 55% of the total, while Low-XP
users account for 21% and High-XP users for 25%. Therefore, these two clusters cannot
be characterized by users’ VR experience. However, they differ in terms of visualization
devices. Cluster 1 predominantly consists of VR users (83%), while Cluster 2 comprises
more PC users (67%). These percentages are significant, as PCs represent 47% of the total
users and VR represents 53%, indicating a balanced distribution. Conversely, Cluster 3
demonstrates a similar distribution between PC (41%) and VR (59%) users, with a higher
proportion of VR users, as does the total sample. Conversely, Cluster 3 shows a more
equitable distribution in terms of previous VR experience (with fewer Mid-XP users, 47%)
and having a higher percentage of Low and High-XP users. Thus, Cluster 1 differs in that it
consists mainly of VR users, Cluster 2 of PC users, and Cluster 3 of a mix of Low-XP and
High-XP users with a balance in the display device. This analysis of cluster composition is
of great importance for the study, as it allows for comparing the behavior of the groups
formed in the study (based on users’ visualization device and experience) with the clusters,
as each of these is distinguished by the predominant visualization device or the users’ level
of experience.

Regarding the survey results, the data from the GEQ-IG are presented in Table 1,
with scores ranging from 0 to 4. Figure 10 illustrates the mean scores of each group as
radar plots, with an expanded scale from 0 to 3.5 to better discern differences between
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groups. Additionally, Figure 10b depicts the deviation percentages between the Low-XP
and High-XP groups based on the 100% mean score of the Mid-XP group, facilitating a
clear comparison between the groups with the least and most previous experience. The
scale of Figure 10b ranges from 50% to 150%.

Table 1. Results of the GEQ-IG: (M) Mean (scale 0 to 4), (SD) Standard deviation for each competence
per device group (PC and VR), previous experience in VR (Low-XP, Mid-XP, and High-XP), and
Clusters 1, 2, and 3.

Component
Device User VR Pre-Experience Clusters

PC VR Low-XP Mid-XP High-XP Cluster 1 Cluster 2 Cluster 3

Total N 25 28 11 29 13 12 24 17
M Competence 2.96 2.57 3.09 2.57 2.88 1.83 2.69 3.50
SD Competence 0.81 1.04 0.92 0.86 1.11 0.64 0.78 0.75

M Immersion 2.78 3.32 3.27 2.98 3.08 2.92 2.77 3.59
SD Immersion 0.97 0.96 1.12 0.95 1.02 1.02 0.86 0.99

M Flow 1.94 2.46 2.09 2.14 2.50 2.42 1.83 2.62
SD Flow 1.02 1.06 1.06 1.12 0.95 0.88 1.04 1.07

M Tension 0.54 1.13 0.50 0.97 0.88 1.75 0.33 0.94
SD Tension 0.97 1.24 0.80 1.20 1.28 0.99 0.72 1.35

M Challenge 1.88 2.00 2.14 1.97 1.73 1.96 1.90 2.00
SD Challenge 1.22 1.16 1.17 1.21 1.15 0.95 1.21 1.33

M Negative Affect 0.36 0.63 0.32 0.57 0.50 1.21 0.25 0.35
SD Negative Affect 0.56 0.91 0.72 0.75 0.86 0.93 0.44 0.73
M Positive Affect 3.16 3.05 3.32 2.98 3.19 2.42 3.04 3.68
SD Positive Affect 0.79 0.90 0.72 0.91 0.80 0.93 0.71 0.53
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The results of the GEQ-PG are detailed in Table 2, with scores ranging from 0 to
4. Radar plots in Figure 11 depict these scores on a scale from 0 to 3.5, with Figure 11b
illustrating deviation percentages from the Mid-XP group (ranging from 50% to 150%).
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Table 2. Results of the GEQ-PG: (M) Mean (scale 0 to 4), (SD) Standard deviation for each competence
per device group (PC and VR), previous experience in VR (Low-XP, Mid-XP, and High-XP), and
Clusters 1, 2, and 3.

Component
Device User VR Pre-Experience Clusters

PC VR Low-XP Mid-XP High-XP Cluster 1 Cluster 2 Cluster 3

Total N 25 28 11 29 13 12 24 17
M Negative Affect 0.52 0.76 0.54 0.70 0.65 1.39 0.49 0.33
SD Negative Affect 0.86 1.08 0.87 0.98 1.13 1.12 0.81 0.84
M Positive Affect 2.40 1.89 2.48 2.16 2.47 1.92 1.72 2.90
SD Positive Affect 1.06 1.23 1.07 1.01 1.13 0.85 1.16 1.03

M Returning 0.80 1.85 1.12 1.46 1.31 2.39 0.50 1.65
SD Returning 1.01 1.38 1.36 1.30 1.36 1.10 0.80 1.43
M Tiredness 0.48 0.96 0.68 0.84 0.54 1.71 0.40 0.53
SD Tiredness 0.76 1.17 1.04 1.09 0.86 1.08 0.71 0.96
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being depicted in Figure 12.
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Table 3. Results of the PQ: (M) Mean (scale 0 to 4), (SD) Standard deviation for each competence
per device group (PC and VR), previous experience in VR (Low-XP, Mid-XP, and High-XP), and
Clusters 1, 2, and 3.

Component
Device User VR Pre-Experience Clusters

PC VR Low-XP Mid-XP High-XP Cluster 1 Cluster 2 Cluster 3

Total N 25 28 11 29 13 12 24 17
M Control Factors 2.33 2.38 2.40 2.29 2.47 2.14 2.17 2.77
SD Control Factors 1.30 1.10 1.25 1.16 1.24 0.94 1.23 1.21
M Sensory Factors 2.09 2.18 2.40 2.01 2.20 1.85 1.92 2.65
SD Sensory Factors 1.41 1.24 1.20 1.32 1.39 1.10 1.31 1.33

M Distraction Factors 1.97 2.13 2.19 2.03 2.00 2.06 1.85 2.34
SD Distraction

Factors 1.51 1.21 1.39 1.29 1.49 1.12 1.39 1.42

M Realism Factors 1.83 1.95 2.23 1.81 1.79 2.01 1.50 2.36
SD Realism Factors 1.50 1.20 1.24 1.33 1.45 1.13 1.31 1.40
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5. Discussion

In this section, firstly the discussion of the results with the GEQ-IG, the GEQ-PG, and
the PQ will be presented firstly, with the main conclusions drawn from this analysis being
presented secondly. Since the SD was similar in all the results (around 1), it was not taken
into account as a factor in the analysis.

Table 1 and Figure 10 present the results of the GEQ-IG. The experience was equally
challenging for both PC and VR groups, as indicated by similar Challenge ratings. How-
ever, the interaction differed between the groups, with the PC group reporting higher
Competence (2.96 vs. 2.57) and lower Tension (0.54 vs. 1.13), suggesting that the experience
was easier and more satisfying to use for this group. These higher values related to ease
of use may be attributed to the bug in the serious game, which was less noticeable on the
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PC device. In contrast, the Immersion and Flow values were higher in the VR group (2.46
vs. 1.94 and 3.32 vs. 2.78), indicating a higher level of concentration among VR users. This
aligns with common results found in comparisons between PC and VR experiences [49].
Both groups reported significantly high Positive Affect values (3.16 and 3.05) and low
values of Negative Affect (0.36 and 0.63), suggesting that the experience was satisfying for
both groups (albeit slightly better for the PC group), possibly due to the lesser impact of
the bug.

Moreover, differences were observed among the previous VR experience groups. The
Low-XP Group exhibited better results compared to the Mid-XP group in terms of positive
competencies. Negative Affect and Tension were low in this group (Negative Affect: 0.32
vs. 0.57 and 0.50, and Tension: 0.50 vs. 0.97 and 0.88), while Challenge was higher (2.14 vs.
1.97 and 1.73), possibly indicating a novelty effect wherein some users experienced greater
immersion and satisfaction [50]. This effect has been studied in other VR experiences,
yielding similar results [51]. Similar to expert players, the High-XP Group reported higher
satisfaction across all positive competencies (with Flow being highlighted at 2.50) and
lower negative competencies. This group considered the experience less challenging, likely
due to their expertise in interacting with such systems [4]. In the case of the clusters, they
reflected the trends observed in the corresponding groups, amplifying existing differences.
Notably, Cluster 1 (mainly composed of VR users) exhibited the highest values in Flow and
Tension, Cluster 2 (mainly composed of PC users) showed higher Competence, and Cluster
3 (mainly composed of Low-XP and High-XP users) reported higher positive competencies
and lower negative ones.

Moving on to the GEQ-PG results (Table 2 and Figure 11), PC users found the experi-
ence less immersive, with lower Returning rates (0.80 vs. 1.85) and Tiredness scores (0.48
vs. 0.96) compared to the VR group. However, their satisfaction was slightly higher, as
indicated by the higher Positive Affect (2.40 vs. 1.89) and lower Negative Affect (0.52 vs.
0.76). Results of the GEQ-PG aligned with the GEQ-IG. The Low-XP group exhibited a
higher Positive Affect but lower scores in other competencies, likely due to the novelty
effect. Conversely, the High-XP group displayed typical expert player behavior, reporting
lower Tiredness (0.54 vs. 0.68 and 0.84), similar Returning rates to Mid-XP, and greater
satisfaction (though lower than the Low-XP group). However, the High-XP group reported
a slightly higher Negative Affect, possibly due to comparisons with previous experiences,
featuring a minor novelty effect [52]. In conclusion, it was observed that clusters exhibited
the extreme behaviors of the predominantly formed groups. Cluster 1 showed good satis-
faction but lower immersion. Cluster 2 exhibited higher scores in returning and Tiredness
but a greater Negative Affect. Cluster 3 demonstrated high satisfaction and immersion due
to the expertise of users and the novelty effect.

Lastly, PQ results are presented in Table 3 and Figure 12. While PC and VR groups
showed similar results, differences emerged concerning the degree of VR experience. The
Low-XP Group scored highest across all competencies (with the High-XP group outper-
forming only in Control and Sensory Factor). The High-XP group’s higher Control Factor
score (2.47 vs. 2.40 and 2.29) can be attributed to their greater experience, enabling better
control of the serious game. Also, Cluster 3 exhibited higher scores in all competencies,
thereby accentuating the behavior of the Low- and High-XP groups.

Overall, the results demonstrated higher scores in positive competencies, such as
Positive Affect, comparable to other experiences utilizing similar questionnaires [53–55].
Differences were observed among groups, with patterns indicating greater immersion
in the VR group but lower satisfaction compared to the PC group, possibly due to the
more noticeable bug in the VR experience. Additionally, the Low-XP and High-XP groups
reported higher scores in positive competencies, possibly attributed to the novelty effect
and extensive experience, respectively. These findings align with previous research demon-
strating increased immersion and the novelty effect in VR experiences [28,56]. Lastly,
differences were magnified within the cluster groups, highlighting distinct patterns based
on the serious game device and users’ previous VR experience levels.
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Limitations

As a limitation of this study, it should be noted that the bug was more noticeable in the
VR group. This bug necessitated users to keep the animation’s origin within their field of view;
otherwise, the entire animation would disappear. Due to the nature of VR, establishing an
appropriate angle to maintain visibility of both the animation and its origin was more complex.
Consequently, this heightened the visibility of the bug within this group.

6. Conclusions

In this research, the design and evaluation of Unwrap 3D Virtual: Ready (UVR) are
elucidated, aiming to enhance learning about 3D model unwrapping. The principal in-
novation of this serious game lies in the incorporation of animations, enabling users to
comprehend the unwrapping process and understand its functionality. The design of this
experience adhered to Mayer’s Cognitive Theory of Multimedia Learning and Gamification
principles, resulting in a structured experience comprising four levels. Each level focused
on different aspects of 3D model unwrapping, progressively increasing in difficulty, with
the final level being dedicated to result review. Within these levels, users were required to
select from three unwrapping options, ensuring correct unwrapping of every 3D model in
order to progress. Users were encouraged to pay attention to animations, and they could
request clues by pressing the green button if needed. Level 0 served as an introduction to
the control system and basic concepts of geometric and seam projections, while Level 1
and 2 delved into the advanced concepts of geometric and seam projections, respectively.
Level 3 presented a final challenge without clues, encompassing both geometric and seam
projections. UVR concluded with Level 4, allowing users to review their results.

The validation of this serious game involved a sample of 53 students being assessed
using the GEQ-IG, the GEQ-PG, and the PQ. To ensure robust evaluation, the sample was
categorized based on the device used (PC or VR) and their previous experience in VR, resulting
in comparisons between PC and VR and Low-XP, Mid-XP, and High-XP groups. Hierarchical
clustering yielded three clusters. The results indicate high satisfaction, with greater satisfaction
being observed in the PC group due to a bug affecting VR users more severely. Despite this, VR
users reported higher immersion. Furthermore, differences were observed between the Low-XP
and High-XP groups, with both experiencing higher satisfaction attributed to the novelty effect
and increased experience. These findings were reinforced by the extreme behaviors exhibited
by the clusters, reflecting the broader sample behavior.

Future research endeavors include testing the serious game in a learning context to
assess its educational efficacy. This will entail further refinement of the design, although
initial satisfaction results have been promising. Additionally, efforts will focus on improv-
ing the VR version to address the bug issue and enhance usability. This is essential for
comparing the impact of the bug against a non-buggy experience, as it can yield interesting
insights [57]. Lastly, a more extensive tutorial will be introduced at the outset to mitigate
the novelty effect, potentially impacting user performance.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/electronics13101972/s1, Table S1: Data extracted from the surveys
in Excel file format.
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