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Abstract: A typhoon disaster is a common meteorological disaster that seriously impacts natural
ecology, social economy, and even human sustainable development. It is crucial to access the typhoon
disaster information, and the corresponding disaster prevention and reduction strategies. However,
traditional question and answering (Q&A) methods exhibit shortcomings like low information
retrieval efficiency and poor interactivity. This makes it difficult to satisfy users’ demands for
obtaining accurate information. Consequently, this work proposes a typhoon disaster knowledge
Q&A approach based on LLM (T5). This method integrates two technical paradigms of domain
fine-tuning and retrieval-augmented generation (RAG) to optimize user interaction experience and
improve the precision of disaster information retrieval. The process specifically includes the following
steps. First, this study selects information about typhoon disasters from open-source databases, such
as Baidu Encyclopedia and Wikipedia. Utilizing techniques such as slicing and masked language
modeling, we generate a training set and 2204 Q&A pairs specifically focused on typhoon disaster
knowledge. Second, we continuously pretrain the T5 model using the training set. This process
involves encoding typhoon knowledge as parameters in the neural network’s weights and fine-tuning
the pretrained model with Q&A pairs to adapt the T5 model for downstream Q&A tasks. Third,
when responding to user queries, we retrieve passages from external knowledge bases semantically
similar to the queries to enhance the prompts. This action further improves the response quality
of the fine-tuned model. Finally, we evaluate the constructed typhoon agent (Typhoon-T5) using
different similarity-matching approaches. Furthermore, the method proposed in this work lays the
foundation for the cross-integration of large language models with disaster information. It is expected
to promote the further development of GeoAI.

Keywords: typhoon disaster; question and answering; large language models; information retrieval

1. Introduction

Natural disasters profoundly affect human productivity and lifestyles, which presents a
significant challenge in disaster prevention and mitigation for humanity. With global disaster-
related losses escalating, this issue has become increasingly urgent [1]. According to a report
published by the United Nations Office for Disaster Risk Reduction (UNDRR) on 13 October
2016, over the last two decades, the world has witnessed more than 7000 disasters, which have
claimed the lives of over 1.35 million people and resulted in annual economic losses of up to
USD 300 billion [2,3]. As disaster threats grow, timely and effective access to disaster information
and thorough research into the patterns of various disasters are crucial for enhancing disaster
prevention measures and reducing disaster risks.
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In the environment of big data, people are increasingly keen to use the internet to
acquire knowledge about disasters [4–7]. At present, individuals commonly employ search
engines to query relevant web pages and gather the required information [8,9]. Despite the
efforts of various search engines to satisfy information retrieval needs, users are still limited
to keyword searches and must sift through numerous search results. Furthermore, the com-
plexity of disaster risks, coupled with the limitations of individual cognition, strengthens
the public’s challenge in accurately understanding natural disaster risks. The two examples
shown in Figure 1 illustrate the above situation. First, the channels through which the
public receives typhoon information are limited and often unreliable. As Figure 1a shows,
even though there is a wealth of data and forecasts on typhoons, this information may
not be widely disseminated or accessible to the public. Consequently, it is difficult for
community members to obtain accurate and authoritative disaster information. Second,
despite the existence of disaster prevention and mitigation measures, along with science
popularization materials, insufficient disaster cognition still hinders accurate judgment dur-
ing actual disasters. As Figure 1b shows, communities often fail to assess risks accurately
and take appropriate actions in the face of disasters. Therefore, when a disaster approaches,
it is first necessary to organize and sort disaster information orderly to ensure accuracy and
authority. Furthermore, it is crucial to efficiently communicate disaster information to the
public and remind them to take timely preventive preparations.
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network platform.

With the advent of the big data era, users’ needs have become more complex and diver-
sified. Traditional methods of information search can no longer fully meet their needs. Q&A
systems, as one of the vital solutions to this problem, primarily retrieve and analyze existing
data, ultimately returning the answer and other relevant information [10,11]. Compared to
traditional search engines, Q&A systems offer several significant advantages. First, they
can understand user queries more accurately by employing semantic understanding tech-
niques for information matching and inference. These techniques enable them to provide
more precise and targeted responses. Second, Q&A systems can integrate multiple sources
of information, including structured data, unstructured text, and knowledge graphs, to
provide comprehensive and multidimensional solutions to user queries. Additionally, they
support conversational interaction, which enables more natural and intelligent commu-
nication with users. This capability enhances user experience and satisfaction. In recent
years, the emergence of generative large language models, the development of pretraining
techniques, and the advancement of cloud computing technology have made the construc-
tion of intelligent Q&A systems based on LLMs a greater possibility for typhoon disaster
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emergency rescue [12–14]. In particular, generative large language models, represented by
ChatGPT, have achieved remarkable success in this domain. These models are pretrained
on large-scale text data to parse user questions and generate user-satisfying responses.
Despite their strength, these models still struggle in vertical domains such as geoscience.
They often exhibit hallucination issues that lead to decreased credibility. For example, when
a user queries “Where did Typhoon ‘In-Fa’ land?”, LLMs responses might present varied
incorrect answers, such as “Typhoon ‘In-Fa’ landed in Fujian Province, China” or “Typhoon
‘In-Fa’ landed in Guangdong Province, China”. To avoid generating incorrect answers
that might mislead the public and lead to disastrous outcomes, this study uses textual
knowledge from open-source encyclopedias like Wikipedia and Baidu Encyclopedia to
create a corpus related to typhoon disaster information and format it into a training set. To
fully leverage this knowledge to address typhoon-related questions, we first continuously
pretrain the model on the training set. Typhoon disaster events are stored in the weights of
the model in the form of parameterized information, which allows in-depth learning of
typhoon disaster issues. Subsequently, the fine-tuning of the pretrained model is employed
to enhance its performance on downstream typhoon disaster Q&A tasks. Considering
that fine-tuning stores knowledge implicitly, which hinders response interpretation and
knowledge traceability, we adopt the RAG technology to retrieve explicit knowledge stored
in external knowledge sources [15–17]. This explicit knowledge has a certain semantic
structure. It is expressed and stored in a specific organizational format, which consti-
tutes structured knowledge. Such knowledge can be easily parsed and comprehended,
thereby facilitating the completion of RAG tasks. Specifically, retrieval involves using the
user’s query to access relevant content from the typhoon knowledge base, enhancement
includes incorporating the user’s query and retrieved events into a prompt, and generation
then feeds this enhanced prompt into the fine-tuned LLMs to produce the final typhoon
response. As shown in Figure 2, through the combined use of fine-tuning and RAG,
this approach can improve the model’s response quality to typhoon disaster information.
Thereby, it addresses the difficulty that users encounter in accurately judging the intensity of
typhoon disasters.
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The remainder of this work is structured as follows. Section 2 reviews relevant works
on rescue efforts guided by typhoon disaster knowledge. Section 3 provides a detailed
introduction to the methodology we adopted, while discussing the integration of typhoon
information knowledge with the T5 model. Section 4 introduces the experimental design
process aimed at evaluating the differential response outcomes between our method and
others. Section 5 discusses the experimental results of this study and provides some
analysis. Finally, Section 6 concludes this research.

2. Related Works

Wikipedia and Baidu Encyclopedia, known as the most widely used free online ency-
clopedias, offer extensive knowledge on typhoons and disaster prevention and mitigation
fundamentals [18,19]. Furthermore, typhoon forecasts from major news websites and
meteorological platforms have attracted significant attention. This knowledge is utilized
for disaster response and situational research [20–22]. However, the vast volume of data
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from encyclopedic and news sources complicates effective processing and analysis. This
increases challenges for emergency management personnel during rescue operations. Con-
sequently, numerous studies aim to reduce data volume while preserving information
quality to enhance the user-friendliness of encyclopedic data. Current research focuses on
flood area identification [23], drought risk management [24], fire spread analysis [25], earth-
quake assessment [26], and typhoon disaster evaluation [27,28]. These studies concentrate
on real-time monitoring, loss assessment, and spatiotemporal analysis of natural disasters,
among other aspects. Typhoon research encompasses classifying disaster information,
analyzing specific typhoons [29,30], tracking various stages of typhoon development, as-
sessing the impact of geographical factors on typhoon formation, and conducting sentiment
analysis on typhoon discussions in social media to understand public mood swings [31].
These fields are crucial for designing Q&A systems based on typhoon knowledge.

In these works, to better leverage research outcomes for addressing user needs, the
adoption of Q&A systems as interactive mediums has seen significant advancement. Q&A
systems have evolved through four development stages as follows: rule-based, based on
statistical machine learning, based on knowledge graphs, and based on large language
models. However, the diverse and complex nature of geographic information data and
knowledge, with various geographical data intertwining, proposes challenges for rule-
based systems in covering all cases. Formulating a large number of rules to cover all
possible queries and scenarios is difficult [32,33]. Meanwhile, the implication of geographic
information often varies due to regional, cultural, and historical influences, which means
that the same geographic information may have different meanings in various contexts.
Q&A systems based on statistical machine learning often perform poorly in handling
semantic complexity and context dependency. They frequently fail to meet domain re-
quirements [34,35]. Additionally, with the advancement of knowledge graphs, researchers
have attempted to construct Q&A systems based on knowledge graphs. However, the
construction and maintenance of geographic knowledge graphs are on a massive scale. This
not only requires tremendous effort but also increases the difficulty in practical applications,
because they cannot directly use natural language for querying [36]. With the rise of LLMs
and their outstanding performance on multiple downstream tasks, the natural language
processing (NLP) community has begun to consider that these models may contain the
implicit knowledge in their parameters. Authors of [37] have demonstrated that LLMs can
serve as knowledge bases. Because they store various types of knowledge in their parame-
ters, including common sense, relational, and linguistic aspects [38,39]. References [40,41]
have indicated that LLMs encode geospatial knowledge to some extent, and these models
have preliminary geospatial awareness and geospatial reasoning potential. Geospatial
knowledge encompasses factual understanding of geographic data such as location, time,
and distance. Geospatial awareness involves the ability to perceive and comprehend ge-
ographical information in the temporal dimension. Geospatial reasoning is the process
of making informed decisions using geospatial knowledge and awareness. However, the
capability of LLMs in this regard is relatively limited. They can only be used for simple
tasks, such as retrieving city coordinates and locations [40]. For more complex tasks, such
as acquiring spatiotemporal information in disaster domains, different approaches are
needed to explore and utilize the geospatial information stored in LLMs. Methods based on
static data include “prompt engineering” and “RAG”. Methods based on data expansion
include “continuous pretraining” and “fine-tuning”.

Open-source LLMs are used as a foundation to train domain-specific models [42]. In
the medical sector, Google launched the Med-PaLM model in 2023, bringing AI applications
to reality in medicine [43,44]. In the legal domain, Peking University’s team developed
the open-source ChatLaw model by integrating external knowledge bases, which allows
LLMs to offer comprehensive legal services to the public [45]. In the financial field, the
FineGPT and BloombergGPT models, which have been successfully applied, democratize
financial data access on a global scale [46,47]. In the geographic information field, the
Baidu PaddlePaddle team introduced the ERNIE-GeoL model, which is a geo-linguistic,
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pretrained large model that integrates geographic and textual information. This integra-
tion achieves a dual emphasis on semantics and spatial data [48]. DAMO Academy and
Gaode collaboratively launched the MGeo model. This model is a multitask, multimodal
geographic text pretraining base model, which enhances performance across various down-
stream geographic text processing tasks [49]. In remote sensing, the Beijing Institute of
Technology research team proposed the pioneering MLLM EarthGPT model, which unifies
and integrates various sensor remote sensing interpretation tasks [50]. The Ant Group,
in partnership with Wuhan University, introduced the SkySense model, which is a multi-
modal remote sensing base model with 2 billion parameters, applicable in key areas such
as urban planning, forest protection, emergency rescue, green finance, and agricultural
monitoring. The model advances the development of intelligent technology and appli-
cations in remote sensing [51]. Dilxat Muhtar and colleagues developed the large-scale
remote sensing image-text data set LHRS-Align and the remote sensing–specific instruc-
tion data set LHRS-Instruct, and they subsequently introduced the LHRS-Bot model [52].
Despite the training of the aforementioned models in the geoscience field, their extensive
parameters render them unfriendly to ordinary users, and their application capabilities in
the disaster domain are not outstanding. Hu (2023) improved the precision in extracting
location descriptions from disaster-related social media messages by fusing geographic
knowledge and the Generative Pre-trained Transformer (GPT) model [48]. However, this
work lacks contextual semantic information for disaster knowledge extraction and suffers
from limited interactivity. Therefore, this work leverages the Q&A system as an interactive
medium. It proposes integrating typhoon-related knowledge in the disaster domain into
the T5 model and fine-tuning it on Q&A pairs. This aims to construct a Q&A model capable
of responding to typhoon information.

3. Method

The core objective of our research is the integration of typhoon disaster knowledge
into the T5 model, facilitated by a Q&A interaction to convey high-quality information. In
this section, we will explore in detail the theoretical foundation of the T5 model, as well as
how to cleverly integrate typhoon disaster knowledge within this theoretical framework.
By embedding disaster information in the T5 model, we aim to augment the model’s
responsiveness to typhoon disaster information. This will also improve the interactive
experience between users and the model. It will effectively carry out disaster prevention
and mitigation tasks.

3.1. T5 Model Theory

T5, or “text-to-text transfer transformer”, adopts the transformer’s encoder–decoder
structure. It is a universal framework proposed by Google in the pretrained model
domain [53]. It employs a stack of self-attention layers instead of traditional RNNs or
CNNs to handle variable-length input sequences. When provided with an input sequence,
it is mapped to an embedding sequence in the encoder. These encoders share the same
structure, each consisting of the following two subcomponents: a self-attention layer fol-
lowed by a small feed-forward neural network. Layer normalization is applied to the input
of each subcomponent, and residual skip connections add the input of each subcomponent
to its output. Dropout is applied to the feed-forward networks, skip connections, attention
weights, and the input and output of the entire stack. The decoder works similarly to the
encoder as follows: after each self-attention layer, there is an additional attention mecha-
nism to process the output of the encoder. The final output of the decoder block is passed
through a dense layer to generate the output probability of the vocabulary. Unlike the
general transformer model, the T5 model uses a simplified form of positional embedding,
where each embedding is a scalar added to the corresponding logit used to compute the
attention weights. As the authors pointed out, to improve efficiency, they share positional
embedding parameters among all layers. T5 has the following two main advantages over
other advanced models: (1) it is more efficient than RNNs because it allows parallel compu-
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tation of the output layer and (2) it can detect hidden and distant dependencies between
tokens without assuming that nearby tokens are more relevant than distant ones. This
attribute is particularly important for tasks related to text generation, because words with
the same semantics may be far apart.

The T5 model aims to create a high-quality, comprehensive pretrained language model
through the use of more extensive data sets. Its core idea is to convert various natural
language processing (NLP) tasks into a text-to-text format through a prefix task declaration,
which means the input is text, and the output is also text. This approach enables the use
of a singular model to address all NLP tasks. It provides a unified solution for diverse
tasks without altering the loss function or training methodology. Figure 3 illustrates the
text-to-text output format. The green part represents the translation task; the red and
yellow parts represent the CoLA (The Corpus of Linguistic Acceptability) task and STS-B
(Semantic Textual Similarity Benchmark) task, respectively; and the blue part represents
the summary generation task. The left box shows the input example of T5, and the right
box depicts the corresponding output. Under this framework, each task is considered an
input. It only requires a task declaration prefix in front of the input data, which can guide
the model to procedure the target text for a specific task.
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In the T5 series, T5-large (https://huggingface.co/sentence-transformers/sentence-
t5-large (accessed on 11 February 2024)) and T5-base (https://huggingface.co/sentence-
transformers/sentence-t5-base (accessed on 11 February 2024)) are two common variants.
T5-large denotes models with more parameters, whereas T5-base is smaller in scale. This
tiered design strategy enables users to select the model best suited to the task’s complexity and
available computational resources. For example, in handling large data sets and complex tasks
like text summarization and Q&A system development, T5-large, with its deeper network and
broader parameters, typically yields more precise outcomes. Conversely, T5-base is preferable
in scenarios demanding high real-time performance and limited computational resources, due
to its reduced computational demands and faster response.

3.2. Model Enhancement

In this research, we committed to incorporating extensive typhoon disaster knowledge
into the T5 model. Our goal is to optimize the model’s capability for processing text
information related to natural disasters, which augments its efficacy in disaster response
applications. This is related to but different from the geographic information retrieval
field’s geospatial parsing problem. Geospatial parsing aims to identify and parse time and
place names in text [54]. However, focusing solely on spatial information is insufficient for
typhoon emergency disaster response. For example, in a news report stating “This year’s
Typhoon No. 6 ‘In-Fa’ is expected to land in Zhoushan Putuo District, Zhejiang Province
around 12:30 on 25 July, with a central pressure of 965 hPa, and a maximum wind speed
of 38 m/s!”, we need to consider not only the location information of “In-Fa” but also the
provided time information. Therefore, extracting both location and time descriptions from
disaster-related messages presents a series of different challenges.

https://huggingface.co/sentence-transformers/sentence-t5-large
https://huggingface.co/sentence-transformers/sentence-t5-large
https://huggingface.co/sentence-transformers/sentence-t5-base
https://huggingface.co/sentence-transformers/sentence-t5-base
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In response to the above issues, we have taken the following steps:
1. Collect and process high-quality typhoon disaster data from online texts for continuous

pretraining. Continual pretraining involves continuously adding new data to the pretrained
model and retraining it to further enhance its performance. The purpose of continual
pretraining is to enable the model to adapt to evolving data and tasks, ensuring its ongoing
updates and development. For data, our primary sources are Wikipedia, Baidu Encyclo-
pedia, and various major news websites, which cover data on typhoon forecasts before
landfall, disaster information after landfall, and typhoon prevention measures. We then
process and categorize the raw data to form usable data, and subsequently construct the
corpus needed for this study. To acquire the training set for the T5 model, we utilize the
same training technique as the BERT model, which involves masked language modeling to
process the data in the corpus. Additionally, we extract 2204 typhoon Q&A pairs from this
corpus for subsequent fine-tuning.

2. Fine-tuning LLMs for typhoon disaster tasks. Fine-tuning is a technique in the field
of deep learning that involves additional training of a pretrained model with a specific
domain data set. This process enables it to adapt to tasks and information specific to
that domain. In this experiment, we choose a high-quality pretrained language model
(T5 model) as the base model. The initial phase involves continuous pretraining of the
T5 model to encode information from the training set into the neural network’s weights.
Our goal is for the model to learn geographic information related to typhoon disasters,
which aims to utilize the T5 model’s vast parameters to store and process the expressions
of geographic information in text data. Then, based on the typhoon Q&A pairs constructed
in Step 1, we fine-tune the pretrained model. This phase involves parameter optimization
to enhance the model’s performance on typhoon-related Q&A tasks specifically. We refer
to the model pretrained on the typhoon domain data set and subsequently fine-tuned on
the Q&A data set as the Typhoon-T5 model.

3. Prompt argument based on RAG. The RAG technique enables LLMs to enhance their
outputs with information from external knowledge sources. This process improves accuracy,
ensures contextual relevance, and minimizes errors in generated responses. Specifically, we
use the ColbertV2 (https://huggingface.co/colbert-ir/colbertv2.0 (accessed on 11 February
2024)) [55] model to convert the corpus knowledge into a vector database for storage. When
a user makes a query, we embed the user’s query into the same vector space as the vector
database. Through similarity searches, we retrieve and return passages semantically related
to the queries. These passages are then integrated into the prompt as contextual information.
The enhanced prompt is then input into the Typhoon-T5 model, which has been fine-tuned
in Step 2. This allows the model to generate detailed and targeted responses, providing
users and emergency responders with relevant information. The specific implementation
method is shown in Figure 4. It is noteworthy that the integration of typhoon disaster
information significantly strengthens the T5 model’s capability for comprehension of
geographical spatial features. This advancement enables a more comprehensive and in-
depth analysis of text information related to typhoon disasters.

https://huggingface.co/colbert-ir/colbertv2.0
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For user queries, first retrieve passages that are semantically similar to the question. “A” stands for (2) argument. The retrieved passage and prompt are combined to
form “the enhanced prompt”. The colored part highlights the key points, which indicates that the recalled text has the correct answer. “G” represents (3) generation,
and the enhanced prompt is input into the fine-tuned Typhoon-T5 model. Finally, a response result is generated.
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3.3. Model Evaluation

To evaluate the accuracy of the model’s responses to user queries, this work employs
a text similarity representation method. Text similarity measures the semantic or structural
resemblance between two pieces of text, including both model-generated results and ideal
answers. In this study, we employ multiple similarity measurement models.

From the perspective of semantic similarity of texts, we adopt the “all-MiniLM-L6-v2”
(https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2 (accessed on 11 February
2024)) model [56] as the representation model. “Cosine similarity” is utilized as the similarity
measurement method, calculated as shown in Equation (1). In the case of information retrieval,
the cosine similarity of two documents ranges from [0, 1], because term frequencies cannot
be negative. A cosine similarity of 1 indicates complete similarity between two texts, while
a cosine similarity of 0 signifies no correlation between them. The all-MiniLM-L6-v2 is
a pretrained language model that utilizes large-scale word or sentence vector corpora for
pretraining. It better captures the semantic correlations between words and is more suitable
for fine-grained comparison and analysis of textual semantics.

Cosine similarity = Sc(A, B) := cos(θ) =
A · B

||A||||B|| =
∑n

i AiBi√
∑n

i=1 A2
i ·

√
∑n

i=1 B2
i

, (1)

where Ai and Bi are the ith components of vectors A and B, respectively. For text matching,
the attribute vectors A and B are usually the term frequency vectors of the documents.

From the perspective of set-based similarity calculation, we adopt the Jaccard simi-
larity coefficient method [57]. The Jaccard similarity coefficient is a set-based similarity
calculation method that measures the similarity between two text word sets by assessing
their overlap [58]. It offers a straightforward approach to measuring similarity between
data samples. It is defined as the ratio of the size of the intersection of two data samples to
the size of their union, as illustrated in Equation (2)

J(A, B) =
|A ∩ B|
|A ∪ B| =

|A ∩ B|
|A|+ |B| − |A ∩ B| , (2)

where, A and B represent two sets, |A ∩ B| denotes the intersection of sets A and B, and |A ∪ B|
represents the union of sets A and B. If A and B are completely identical, then J (A, B) = 1.
Therefore, J (A, B) takes values in the range [0, 1].

From the perspective of text generation quality, the ROUGE (Recall-Oriented Understudy
for Gisting Evaluation) method is adopted. Additionally, two commonly used evaluation
metrics, namely ROUGE-N and ROUGE-L, are selected. ROUGE-N measures the n-gram
overlap rate between the reference answers and generated results to assess their similarity.
ROUGE-L evaluates the fluency of the generated results by calculating the longest common
subsequence between them and the reference answers [59], as shown in the following equations

(1) ROUGE-N (N = 1, 2)

ROUGE-N =

∑
S∈{Re f }

∑
gramn∈S

Countmatch(gramn)

∑
S∈{Re f }

∑
gramn∈S

Count(gramn)
, (3)

where, gramn represents the n-grams, which indicates n consecutive words; S∈{Ref } denotes
the reference answers, i.e., the standard answers obtained in advance; Countmatch(gramn)
denotes the number of n-grams matched between the generated answers and the reference
answers; and Count(gramn) represents the number of n-grams in the reference answers.

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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(2) ROUGE-L

Rlcs =
LCS(X, Y)

m1
, (4)

Plcs =
LCS(X, Y)

m2
,

ROUGE-L =

(
1 + β2)RlcsPlcs

Rlcs + β2Plcs
,

where, LCS(X, Y) represents the length of the longest common subsequence of X and Y; m1
and m2 denote the lengths of the reference answers and the generated results, respectively;
and Rlcs and Plcs represent recall and precision, respectively. Generally, β is set to a large
number, so ROUGE-L almost only considers recall.

4. Experimental Results and Analysis

This section mainly describes the classification and production of data and applies
it to the proposed method. Additionally, we compare the proposed method with three
other scenarios, the T5 model without typhoon knowledge guidance, the T5 model with
typhoon knowledge guidance, and the Typhoon-T5 model without typhoon knowledge
guidance. Finally. Our method is implemented using T5 models of varying parameter
sizes, specifically T5-large and T5-base. Detailed configuration information related to the
experiments is presented below.

4.1. Experimental Environment

The experimental setup in this work utilizes the Ubuntu 20.04 operating system. The
system is equipped with an NVIDIA GeForce RTX 4090 graphics card boasting 24 GB of
video memory. A GPU was utilized for both training and testing, with PyCharm software
version 2021.3, which served as the training platform. During the training process of the
T5 model, we conducted 20 epochs of training with a batch size of 4. As the optimizer,
we employed AdaFactor [60] with specific settings, including a learning rate of 1 × 10−3,
scale_parameter as False, relative_step as False, and warmup_init as False.

4.2. Experimental Procedure

To construct the pretraining and fine-tuning data sets for the T5 model, the experimen-
tal procedure constructs a knowledge system on typhoon disaster events focused around
the following three aspects: typhoon meteorological knowledge, typhoon disaster case
studies, and typhoon disaster management. Specifically, typhoon meteorological knowl-
edge entails basic concepts such as typhoon definition, naming, and classification from a
meteorological perspective. It’s important to note that due to practical application needs,
the general public primarily seeks fundamental concepts and definitions in the field of
typhoon disasters. They often overlook underlying mechanisms and processes. Therefore,
this knowledge framework does not delve into such mechanistic knowledge. Typhoon
disaster case studies, which involve historical cases of typhoon disasters, detail the disasters
and their impacts from a disaster management perspective. Typhoon disaster management
knowledge pertains to measures taken by humans to prevent and mitigate typhoon dis-
asters, including typhoon forecasting and warning, emergency response measures, and
disaster recovery. Specifically, we utilized data from encyclopedias and news websites
as our primary sources. We collected 59 encyclopedia articles from Baidu Encyclopedia,
which resulted in 432 Q&A pairs. Additionally, we gathered 72 encyclopedia articles from
Wikipedia, which generated 690 Q&A pairs. These pairs mainly cover factual knowledge
about typhoons. They contribute to the dissemination and popularization of typhoon
disaster knowledge. Furthermore, to effectively address typhoon disasters and engage
in disaster prevention, mitigation, and relief efforts, we also selected reports about Ty-
phoon “In-Fa” from various major typhoon news websites at the time of its landfall in 2021
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(e.g.,http://typhoon.nmc.cn/web.html, http://typhoon.org.cn (accessed on 11 February
2024)). These reports served as the training data set for this experiment, amounting to 150
reports. This selection resulted in 1082 Q&A pairs. Table 1 details the types, descriptions,
and examples of these data.

Table 1. Experimental data classification.

Type of Data Data Description Demonstration

Typhoon
Meteorological Data

From a meteorological
perspective, describe

fundamental knowledge
related to typhoon

concepts.

Typhoon Definition
A typhoon is a tropical cyclone that develops

between 180◦ and 100◦ E in the
Northern Hemisphere.

Typhoon Naming

Since 2000, the tropical cyclone naming list in the
northwest Pacific has been developed by the

WMO Typhoon Committee. There are five naming
lists, each consisting of two names provided by

14 members.

Typhoon Classification

A tropical depression is upgraded to a tropical
storm should its sustained wind speeds exceed

34 knots. Should the storm intensify further and
reach sustained wind speeds of 48 knots then it

will be classified as a severe tropical storm.

......

Typhoon Disaster
Case Data

From a disaster studies
perspective, select

relevant information
about Typhoon “In-Fa”

from historical
occurrences of typhoons,

and describe the
disasters it caused and

their associated impacts.

Evolution Mechanism

“In-Fa” has a structurally complete and
symmetrical form, with a clear eye of the typhoon

and a vast expanse of cloud cover. True to its
name, it is a “beautiful” typhoon.

Characteristics and
Attributes

On 25 July, the Typhoon “In-Fa” made landfall
along the coast of Putuo District, Zhoushan City,

Zhejiang Province, around 12:30 p.m. The
maximum wind force near the center reached 13
on the Beaufort scale (38 m per second), with the

minimum central pressure of 965 hPa.

Disaster Situation
Information

Before making landfall, Typhoon “In-Fa” had
already impacted the climate on the Chinese

mainland. On 20 July, Henan Province experienced
catastrophic extreme precipitation, which results

in the deaths of 302 people.

......

Typhoon Disaster
Management Data

From a disaster
management

perspective, describe the
relevant knowledge

generated by humans to
prevent and mitigate

typhoon disasters.

Typhoon Forecast and
Warning

Typhoon warnings are issued by specialized
agencies in various regions during the period

when the storm may strike, providing forecasts
and alerts.

Emergency Response
Measures

When a typhoon approaches, it is necessary to
secure doors and windows tightly, remove all

kinds of hanging objects indoors and outdoors,
close doors and windows, and if necessary,
reinforce them with nailed wooden boards.

Disaster Recovery

All levels of government departments mobilize the
entire population and achieve full coverage,

carrying out emergency rescue, garbage cleaning,
sludge and pollution removal, and disinfection
and sterilization, to ensure no major epidemic

outbreaks after major disasters.

......

http://typhoon.nmc.cn/web.html
http://typhoon.org.cn
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During the data collection phase, the acquired data are rigorously screened to remove
duplicate, inaccurate, and irrelevant information to ensure data quality. To obtain the
pretraining data set, we employed masked language modeling to format the data according
to the training needs of the T5 model. For the construction of the fine-tuning data set
(typhoon Q&A pairs), we designed a series of questions related to typhoon disasters from
different levels and perspectives. Subsequently, we used open-source projects on GitHub
(https://github.com/SupritYoung/free-self-instruct (accessed on 11 February 2024)) to
extract answers matching the questions, which built a data set of 2204 typhoon-related
Q&A pairs. The data set is divided into training, testing, and validation sets in a ratio of
70:20:10 for model fine-tuning purposes. Moreover, to further enhance model response
quality, we employed RAG technology, which retrieves passages from the typhoon corpus
that are semantically similar to user queries, as context to enhance prompts. Finally, to
assess the response quality of the Typhoon-T5 model, we randomly selected questions
from the test set and generated answers through the Typhoon-T5 model. The experimental
flowchart is shown in Figure 5.
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4.3. Experimental Rusults

In this work, we conducted text similarity measurements between the outputs of the
T5 model and the reference answers, which specifically included three distinct evaluation
methods as follows: model-based evaluation, intelligent evaluation, and manual evalu-
ation. Subsequently, we further discussed the performance of T5 models with varying
parameter sizes.

4.3.1. Model Metric Evaluation

Model metric evaluation refers to a method of assessing model performance or predict-
ing results using quantitative metrics. In the field of natural language processing, model
metric evaluation typically involves using various metrics to quantify model performance,
which aims to provide quantitative measures of model performance on specific tasks.
From the perspective of semantic similarity, we adopted the ‘all-MiniLM-L6-v2’ model.
Through several sets of comparative experiments (Group 1: typhoon-T5-large_no_context,
Group 2: typhoon-T5-large_with_context, Group 3: T5-large_with_context, and Group 4:
T5-large_no_context), we conducted an in-depth investigation into the performance of the
proposed method (Group 2 experiments) in the ’all-MiniLM-L6-v2’. As shown in Figure 6,
the experiments in Group 3 and Group 4 showcase the performance of the T5-large model
with and without typhoon knowledge guidance. It is evident that when guided by typhoon
knowledge, the model’s responses have a higher cosine similarity with reference answers

https://github.com/SupritYoung/free-self-instruct
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in the high-score range. Conversely, without typhoon knowledge guidance, the model’s
responses display a higher cosine similarity with reference answers in the low-score range.
This is because the model lacks sufficient information for guidance, which results in the
inability to generate answers that match the reference answers. Under the influence of
the RAG task, the model retrieves passages with higher semantic similarity to the user
queries as context prompts, akin to an “open-book exam”. The model can fully utilize these
contextual cues to generate more accurate and reliable answers. Therefore, a retrieval-based
Q&A method demonstrates superior quality and reliability. In the experiments of Group
1 and Group 3, the Group 1 experiment integrates typhoon knowledge into the T5-large
model through continuous pretraining. It is observed that, in the trustworthy range of
0.8 to 1.0, the model with integrated typhoon knowledge performs more effectively. This
observation may be caused from various factors. Primarily, through fine-tuning, typhoon-
related knowledge is integrated into the model and stored implicitly within its weights.
Consequently, when users make queries, the model can effectively utilize all available
information to respond to questions. The results are more comprehensive and accurate
outcomes. Additionally, the RAG task involves integrating retrieved knowledge explicitly
into prompts, which enables the model to respond to user queries based on this informa-
tion. However, due to the inherent limitations of the RAG task, there may be poor quality
of the recalled text, potentially leading to misleading model responses. This indicates
that incorporating typhoon disaster knowledge through fine-tuning results in superior
response outcomes compared to retrieval-based methods, which enhances its effectiveness
in addressing unknown questions. The comparison results between Group 1 and Group 2
experiments reveal that the Group 2 experiment incorporates domain knowledge into
the model and retrieves passages semantically similar to the question as context to guide
Typhoon-T5 in generating responses. It is apparent that responses generated in this manner
predominantly fall in the high-score range and less so in the low-score range. Consequently,
the incorporation of typhoon disaster knowledge into LLMs, along with the inclusion of
contextual information into the prompt, enhances the credibility, flexibility, and interactivity
of the generated responses. However, this approach is more complex, which necessitates
higher hardware configuration and greater computational resources for model training and
fine-tuning.
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From the perspective of set-based similarity calculation, we employed the Jaccard
similarity coefficient method. To standardize the representation of text, we converted all
text to lowercase. This helps reduce calculation errors caused by differences in character
casing and punctuation. The experimental results are shown in Figure 7. It can be observed
that the number of high-score intervals in the Jaccard index is significantly lower than
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that of the ‘all-MiniLM-L6-v2’ model. Through specific case analysis, it was found that
the Jaccard index only considers the cooccurrence of words. This neglects semantic and
word order information, which leads to the inability to capture deep semantic correlations
in the text. For example, for the query: “‘In-Fa’ caused Heavy downpour in Henan, and
how many people died?”, the model generated the result: “The ‘In-Fa’ brought Heavy
downpour to Henan before it made landfall, which causes the deaths of 302 people”. The
reference answer is “The ‘In-Fa’ caused 302 deaths”. From this example, it can be seen that
both the generated result and the reference answer can accurately answer the user query,
with differences only in semantic richness. Therefore, the Jaccard index generally remains
low. Nevertheless, our proposed method still exhibits a higher frequency in the high-score
intervals compared to other models, with a lower frequency in the low-score intervals.
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For the ROUGE method (ROUGE-N and ROUGE-L), we used the number of Q&A
pairs with scores between 0.8–1.0 divided by the total number of test sets. The experimental
results are shown in Table 2. It can be observed that typhoon-T5-large_with_context
outperforms the other three cases in ROUGE-1, ROUGE-2, and ROUGE-L performance.
Additionally, ROUGE-1 calculates similarity using unigrams, while ROUGE-2 uses bigrams.
Due to the larger number of word combinations in bigrams compared to unigrams, there
are fewer matching opportunities. This results in lower ROUGE-2 scores.

Table 2. Comparison of experimental results under ROUGE metrics.

Model T5-Large
no_Context

T5-Large
with_Context

Typhoon-T5-Large
no_Context

Typhoon-T5-Large
with_Context

ROUGE-1 11.36% 25.45% 30.45% 40.82%
ROUGE-2 6.23% 10.57% 12.15% 21.72%
ROUGE-L 16.81% 26.36% 29.09% 37.27%

4.3.2. Intelligent Evaluation

Recent studies [61,62] have utilized LLMs for vertical domain evaluation tasks. These
studies have empirically demonstrated that the evaluation of ChatGPT is consistent with
manual evaluation. In this work, we used ChatGPT to avoid intensive labor. Specifically,
given standard answers and answers generated by the T5 model, ChatGPT is prompted to
return similarity scores. Finally, the frequencies of all scores in each interval are aggregated,
as shown in Figure 8a.
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4.3.3. Manual Evaluation

Manual evaluation is crucial for assessing model performance. It particularly ad-
dresses issues such as data ambiguity and context dependency, which often require human
judgment. This ensures the accuracy and robustness of model performance. At the same
time, to mitigate the subjectivity and bias of individual evaluations, we employed 12 work-
ers to randomly evaluate 100 results from the test data. The main purpose is to judge
whether the output of the T5 model meets user queries and the similarity to standard
answers. The experimental results are shown in Figure 8b.

From different perspectives such as index evaluation, intelligent evaluation, and man-
ual evaluation, the performance of the model is optimal. This reflects that incorporating
typhoon disaster knowledge into LLMs and adding context information to prompts can
improve the credibility, flexibility, and interactivity of generated responses. However, it
can also be observed from the experimental process that with the increase in external
knowledge bases, this method becomes more complex. Through training and fine-tuning,
knowledge is implicitly stored in model weights. This will require higher hardware config-
urations and greater consumption of computing resources. At the same time, the quality of
RAG-recalled text will decrease. It may even recall text sentences unrelated to user queries,
which misleads LLMs into generating incorrect results. Therefore, the correct selection of
models and methods is crucial for experimental results across different tasks.

4.3.4. Comparison between T5-Base and T5-Large

To further validate the performance of our method across the T5 models with varying
parameter sizes, we specifically focused on the models’ effectiveness in parsing user ques-
tions and generating responses related to typhoons. For instance, we consider questions
like “When did Typhoon ‘In-Fa’ make landfall?” and “How much economic loss did Ty-
phoon ‘In-Fa’ cause?” To explore this, we conducted experiments using the T5-large model,
which has a parameter size of 770 M, and the T5-base model, which has a parameter size
of 248 M. Evaluated using cosine similarity. In Figure 9a, “typhoon-T5-large_no_context”
demonstrates a performance improvement over “typhoon-T5-base_no_context”. This sug-
gests that a larger parameter size enables the model to retain more knowledge details,
which results in superior responses to user questions. On the other hand, as shown in
Figure 9b, while “typhoon-T5-large_with_context” shows improved performance relative
to “typhoon-T5-base_with_context”, the degree of improvement is not as significant. This
may be attributed to the relatively limited size of the typhoon disaster knowledge data
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set that we studied. While T5-large captures more fine-grained details during training,
T5-base successfully compensates for deficiencies in response generation by retrieving
contextual information. Therefore, the results are not significantly different from T5-large
in terms of performance. This also indicates that when optimizing the application of LLMs
in the geoscientific domain, selecting an appropriate parameter size can not only generate
excellent results but also reduce hardware requirements and save computational resources.
This also underscores that optimizing the application of LLMs in the geoscientific domain,
which involves selecting an appropriate parameter size, can not only generate excellent
results but also reduce hardware requirements and save computational resources.
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5. Discussion
5.1. Scalability

The proposed method not only improves the processing efficiency of specific typhoon
information, its high flexibility also makes it suitable for scenarios involving detailed
information about various typhoon disasters. Meanwhile, it offers a viable approach for
application to other disaster events. By integrating additional disaster knowledge into
the ongoing pretraining of the T5 model and reindexing the collected data, it becomes
possible to swiftly retrieve passages semantically similar to user queries. This approach
facilitates the generation of disaster-related information. Key elements of this method
include the selection of LLMs, pretraining, and the adoption of RAG technology. LLMs
selection may consider options like LLaMA (Large Language Model Meta AI) and PaLM
(Pathways Language Model). They have stronger text generation capabilities, but are
also accompanied by significant resource consumption. Furthermore, training data can
cover other types of disaster events such as earthquakes, floods, and fires. Through
fine-tuning and customization in diverse disaster scenarios, this method can be adapted
to various disaster events and provide tailored knowledge Q&A services for different
disaster scenarios. It is crucial to ensure the authenticity and reliability of the collected
data. LLMs inherently suffer from hallucination phenomena. Therefore, the introduction
of authentic and reliable data is essential, especially in the collection of data in vertical
domains. Such data not only helps alleviate model hallucinations but also enhances the
model’s performance and accuracy. Additionally, for RAG tasks, the authenticity and
effectiveness of recalled text are crucial for generating correct results.
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5.2. Exploration of Application Scenarios

To provide factual typhoon knowledge, during the model’s pretraining phase, we
gathered information about typhoons from authoritative sources. This process helped
us establish a repository of factual knowledge. This fact-based knowledge is essential
for the model to provide accurate and reliable information when responding to user
queries. However, factual knowledge accumulates gradually over time. Despite collecting a
considerable amount of typhoon-related information, there may still be potential omissions
or oversights. Utilizing the scalability of our proposed method, we can continually pretrain
T5 model and incorporate new information to gradually fill knowledge gaps.

It is rather regrettable that our trained T5 model, like most LLMs, cannot respond
to ongoing typhoon events. However, owing to the relatively smaller parameter size of
T5, even the T5-large model is only 770 M. This limitation can be addressed by gathering
the latest information from sources such as news websites and social media. These data
can be utilized for model training, which enables it to cope with ongoing typhoon events.
The implementation of this entire process can be achieved with an NVIDIA GeForce 4090.
This is advantageous compared to larger LLMs (e.g., ChatGPT (gpt-3.5-turbo-0613)). They
consume significant resources, which makes practical implementation more challenging.

5.3. Analysis of Limitation

Table 1 demonstrates that model-generated results form complete expressions that
address questions on the psychological impact of typhoons on the public. However, the
responses appear overly concise and lack sufficient detail. This may be attributed to
the inherent lack of more detailed information in the collected typhoon knowledge base.
Moreover, thanks to the limitations of the T5 model, it cannot automatically adjust the
length of generated responses. As shown in Table 3, when responding to the question “What
is the initial stage of typhoon formation?” with min_length = 128, the generated response
includes the key phrase “a tropical depression” but introduces additional information.
In contrast, with min_length = 64, which avoids introducing extraneous information, a
complete expression is formed. Furthermore, when generating a response to the question
“How are medical services and health facilities guaranteed during emergency response?”
the response with min_length = 128 appears to be slightly more favorable compared to
min_length = 64. It is anticipated that in the future, the T5 model can be improved to
automatically adjust the length of generated responses, which enhances the accuracy of
generating appropriate results. This is significant for leveraging the T5 model as a baseline
for the geographic information field.

Table 3. Response results with different parameter settings.

Len(Min_Length) Question Answer

128 What is the initial stage of typhoon formation?
A tropical depression. At this stage, the initial

low-pressure circulation needs to evolve until forming
a complete typhoon structure.

128 How are medical services and health facilities
guaranteed during emergency response?

Emergency response methods for ensuring medical
services and health facilities include preparing drugs

and medical equipment in advance, dispatching
medical personnel, setting up emergency medical

stations, etc., to deal with possible public
health problems.

64 How are medical services and health facilities
guaranteed during emergency response?

Preparations involve securing drugs and medical
equipment, dispatching personnel, and establishing

emergency medical stations.

64 What is the initial stage of typhoon formation? A tropical depression is the initial stage of typhoon
formation
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Furthermore, the current data representation is a series of questions and answers.
The content mostly focuses on the spatiotemporal description of typhoon text information.
However, this representation has its limitations because it fails to fully consider key factors
such as geographic knowledge and spatiotemporal features. In reality, disaster prevention
and mitigation related to typhoons involve various aspects, including but not limited to
meteorological data, political decisions, and socioeconomic data, which are not adequately
covered by the current data representation. Therefore, despite providing spatiotemporal
descriptions of typhoon text information, the current data still has limitations in achieving
comprehensive, multidimensional analysis, and application of typhoon disaster data. It is
precisely because the T5 model is trained on a large amount of text covering geographic
knowledge. It focuses on the spatiotemporal features of geographic information and stores
a considerable amount of geographic spatiotemporal information in its parameters. As a
result, the model possesses strong spatiotemporal awareness and reasoning capabilities
when responding to user queries. This enables it to represent factual, specific geographic
knowledge and guide the public and emergency relief personnel in disaster prevention,
mitigation, and relief efforts.

6. Conclusions

Typhoon disasters, as a seasonally significant meteorological disaster, occur primarily
in the summer and autumn seasons, which pose substantial challenges to efforts in dis-
aster prevention and mitigation. In the era of deepening digital and internet technology
development, a wealth of popular materials on typhoon disasters has been accumulated.
However, the precise and rapid acquisition of targeted information has not been effectively
resolved. Although search engines have made efforts to optimize the information retrieval
experience, users still depend on keyword searches, which face the tough task of filter-
ing through extensive search results. In the context of today’s information-overloaded
society, such retrieval methods struggle to meet users’ growing pursuit of information.
The emergence of intelligent Q&A systems has made up for these shortcomings. These
systems organize unstructured corpus information in an orderly and scientific manner and
construct knowledge-based classification models. This approach precisely addresses users’
queries, offering personalized information services. This work proposes a novel approach
that integrates typhoon knowledge with the T5 model, which uses a Q&A format to help
the public better understand typhoon-related knowledge. The required data, implemen-
tation details, and conducted experiments for this method are thoroughly detailed. We
compared it with other viable alternatives, including the T5 model without typhoon knowl-
edge guidance, the T5 model with typhoon knowledge guidance, and the Typhoon-T5
model without typhoon knowledge guidance. Experimental results show that the proposed
method, which leverages RAG technology to retrieve passages semantically similar to the
question from the knowledge base, significantly outperforms the alternatives in guiding
the fine-tuned Typhoon-T5 model to generate responses. Meanwhile, this study found that
when using the same typhoon knowledge base, the larger-parameter T5-large model does
not perform much better than the smaller-parameter T5-base model. The difference in their
ability to parse user questions is minimal, which might be attributed to the limited typhoon
disaster data used. Finally, the analysis pointed out that due to the inherent limitations
of the T5 model. It is necessary to adjust the T5 model’s parameter settings to achieve
variable-length response outputs. Fixed parameter settings in the T5 model can lead to
redundancy in longer responses and incompleteness in shorter ones. In future planning,
we intend to expand the dimensions of corpus retrieval to include diverse natural disas-
ters information such as typhoons, earthquakes, and torrential rains, which enhances the
model’s cognition and analysis capabilities of disaster knowledge. Furthermore, we plan to
develop a multilevel and structured disaster knowledge system incorporating knowledge
representation mechanisms from knowledge graphs in fine-tuning and RAG to build a
disaster information Q&A model that collaborates LLMs with knowledge graphs, further
improving the understanding of disaster events in complex contexts. Meanwhile, we will
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use more interactive and not merely text-limited multimodal large models. In the case of
processing disaster information, realizing the analysis of multimodal data (such as traffic
flow data and remote sensing imagery) opens up new avenues for the comprehensive
utilization of disaster knowledge.
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