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Abstract: This paper introduces stochastic disturbances into a semi-parametric SEIR model with
infectivity in an incubation period. The model combines the randomness of disease transmission and
the nonlinearity of transmission rate, providing a flexible framework for more accurate description
of the process of infectious disease transmission. On the basis of the discussion of the deterministic
model, the stochastic semi-parametric SEIR model is studied. Firstly, we use Lyapunov analysis
to prove the existence and uniqueness of global positive solutions for the model. Secondly, the
conditions for disease extinction are established, and appropriate stochastic Lyapunov functions are
constructed to discuss the asymptotic behavior of the model’s solution at the disease-free equilibrium
point of the deterministic model. Finally, the specific transmission functions are enumerated, and the
accuracy of the results are demonstrated through numerical simulations.
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1. Introduction

Infectious diseases once threatened people’s lives and health, and the transmission
patterns of various infectious diseases are relatively complex. Not only are the channels of
disease transmission different, but some diseases do not infect again after infection, and
some diseases have the ability to transmit before they have symptoms. People summarize
the transmission patterns of diseases through the study of infectious diseases. Based on this,
strategies and measures are formulated to control and eradicate diseases. Mathematical
modeling plays a crucial role in epidemiology by describing disease transmission mech-
anisms and studying disease behavior. One classical infectious disease model is the SIR
model, categorizing the population into susceptible, infected, and removed compartments,
represented by S(t), I(t) and R(t), respectively, at time t. However, many diseases do not
erupt immediately, and have a latent period. Hence, SEIR models with latent periods [1–5]
have been widely studied. Scholars usually approach improving models from a more
practical perspective. For instance, considering that the transmission rate cannot remain
constant over time, some nonlinear transmission rate models [6–12] have been developed.
For example, Sun. et al. [13] investigated an SEIR epidemic model featuring a nonlinear
transmission rate αISq, constant recovery rate, and disease-induced mortality rate. It was
shown that the global dynamics are completely determined by the contact number R0.
If R0 ≤ 1, the disease-free equilibrium is globally stable and the disease dies out. If R0 > 1,
the unique endemic equilibrium is globally stable. Naim. et al. [14] discussed the global
existence and uniqueness, non-negativity, and finiteness of solutions pertaining to an SEIR
model characterized by a nonlinear incidence rate given by the function f (S, I)I + g(S, E)E.
The study demonstrated that the model features two primary equilibria: the disease-free
equilibrium and the endemic equilibrium. Utilizing Lyapunov functionals in conjunction

Mathematics 2024, 12, 1580. https://doi.org/10.3390/math12101580 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math12101580
https://doi.org/10.3390/math12101580
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://doi.org/10.3390/math12101580
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math12101580?type=check_update&version=2


Mathematics 2024, 12, 1580 2 of 14

with LaSalle’s invariance principle, the authors have established the global asymptotic
stability of these equilibria. Jiao et al. [15] established an SEIR model with latent infectious
and susceptible populations for home isolation. The specific model is as follows:

dS(t) = {A − µS(t)− β(1 − θ1)S(t)[I(t) + ε1E(t)]}dt,
dE(t) = {β(1 − θ1)S(t)[I(t) + ε1E(t)]− (µ + k)E(t)}dt,
dI(t) = [kE(t)− (µ + p + γ)I(t)]dt,
dR(t) = [(p + ε2γ)I(t)− µR(t)]dt.

(1)

where A denotes the population input rate; β denotes the infection rate from susceptible S
to exposed E; θ1 denotes the home isolation rate of susceptible populations; ε1 denotes the
infection rate during the latent period, and 0 < ε1 ≤ 1; ε2 denotes the recovery rate from the
infected I compartment; µ denotes the natural death rate; γ denotes the recovery rate from
the disease; 1

k denotes the average duration of the latent period; and p denotes the disease-
induced mortality rate. For this model, the authors defined the basic reproductive number
R0 and proved that when R0 ≤ 1, the disease-free equilibrium point is asymptotically
stable, and when R0 > 1, the endemic equilibrium point is asymptotically stable.

With the advancement of epidemiology, people are considering a more comprehensive
range of factors in infectious disease models. For example, quarantine measures, regional
culture, or the impact of vaccination on transmission. Gourieroux and Lu [16] combined the
classic SIR model with semi-parametric properties allows for flexible handling of many data
that are not known to follow a distribution or are not of a parametric distribution type. This
enables the factors affecting the spread of the disease mentioned above to be captured by a
transmission function a(S(t)), they established the following semi-parametric SIR model:

dS(t) = a(S(t))I(t)dt,
dI(t) = [a(S(t))I(t)− γI(t)]dt,
dR(t) = γI(t)dt.

(2)

The exact solution of this model was derived, and infinite dimensional uncertainty was
introduced to increase the flexibility of the model. In fact, disease transmission is inevitably
influenced by environmental perturbations. Therefore, many stochastic models [17–20] of
infectious diseases have been developed and have rapidly evolved since the beginning of
the 21st century. Li and Guo [21] developed a stochastic SEIR epidemic model with standard
incidence and vertical transmission. The primary goal of their study is to determine
whether stochastic environmental disturbances affect dynamic features of the epidemic
model. The existence, uniqueness, and boundedness of global positive solutions was
stated. Li [22] proposed a stochastic SIR model with general nonlinear incidence and
Lévy jumps. He has introduced the Lévy jump process to capture sudden and large-scale
random processes such as earthquakes, volcanic eruptions, and tsunamis, which has certain
practical significance. But research on stochastic semi-parameter SEIR models is currently
limited. Based on this, this paper proposes a class of stochastic semi-parametric SEIR
models with latent infectivity, which take the following form:

dS(t) = {A − µS(t)− a(S(t))[I(t) + ε1E(t)]}dt + σ1S(t)dB1(t),
dE(t) = {a(S(t))[I(t) + ε1E(t)]− (µ + k)E(t)}dt + σ2E(t)dB2(t),
dI(t) = {kE(t)− (µ + p + γ)I(t)}dt + σ3 I(t)dB3(t),
dR(t) = [(p + ε2γ)I(t)− µR(t)]dt + σ4R(t)dB4(t).

(3)

where the function a(S(t)) represents the instantaneous transmission rate of the disease.
Assuming that the mortality rate is affected by stochastic disturbance such as environmental
climate change and population mobility, and is replaced by white noise, the parameter µ is
replaced by µ + σidBi(t) (i = 1, 2, 3, 4), where Bi(t) (i = 1, 2, 3, 4) are independent standard
Brownian motions, σi (i = 1, 2, 3, 4) are non-negative random noise intensities used to
describe the volatility of disturbances.
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The organization consists of the following: In Section 2, we discuss the basic re-
productive number and stability of equilibrium points of the deterministic SEIR model
corresponding to the stochastic model (3). Based on this, we prove the existence and
uniqueness of the global positive solutions for the stochastic model (3). Section 3 derives
the conditions for disease extinction in the stochastic model (3). In Section 4, we discuss the
sufficient conditions for the asymptotic behavior of the solutions of the stochastic model (3)
around its corresponding deterministic model’s disease-free equilibrium point. Finally,
the reliability of the results is demonstrated through numerical simulations.

2. The Existence and Uniqueness of the Global Solution

In this section, we first analyze the basic reproductive number, the disease-free equi-
librium point, and stability of the deterministic semi-parameter SEIR model corresponding
to model (3). Finally, based on this analysis, we discuss the existence and uniqueness of the
global solutions for the stochastic model (3).

Lemma 1. The deterministic semi-parameter SEIR model corresponding to model (3) is
dS(t) = {A − µS(t)− a(S(t))[I(t) + ε1E(t)]}dt,
dE(t) = {a(S(t))[I(t) + ε1E(t)]− (µ + k)E(t)}dt,
dI(t) = {kE(t)− (µ + p + γ)I(t)}dt,
dR(t) = [(p + ε2γ)I(t)− µR(t)]dt.

(4)

The disease-free equilibrium point is P1 := ( A
µ , 0, 0, 0), and the basic reproductive number is

R0 :=
εa(S0)

(µ + k)
+

ka(S0)

(µ + k)(µ + p + γ)
,

where S0 := A
µ .

Proof. Applying the next-generation matrix method [23] to compute the basic reproductive
number, let

Q :=
[

E(t)
I(t)

]
=

[
a(S(t))[I(t) + ε1E(t)]

0

]
−

[
(µ + k)E(t)

−kE(t) + (µ + p + γ)I(t)

]
,

and

F(t) :=
[

a(S(t))[I(t) + ε1E(t)]
0

]
, V(t) :=

[
(µ + k)E(t)

−kE(t) + (µ + p + γ)I(t)

]
.

Clearly, P1 = ( A
µ , 0, 0, 0) is the disease-free equilibrium point of model (4), and the

Jacobian matrices of F(t), V(t) and at P1 are

F1 :=
∂F
∂t

∣∣∣∣
P1

=

[
ε1a(S0) a(S0)

0 0

]
, V1 :=

∂V
∂t

∣∣∣∣
P1

=

[
µ + k 0
−k µ + p + γ

]
.

Hence,

F1V−1
1 =

[
ε1a(S0)
(µ+k) +

ka(S0)
(µ+k)(µ+p+γ)

(µ+k)a(S0)
(µ+k)(µ+p+γ)

0 0

]
.

Therefore, the spectral radius of F1V1
−1 is εa[S0]

(µ+k) +
ka[S0]

(µ+k)(µ+p+γ)
, which represents the

basic reproductive number.
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Assumption 1.

(1) The instantaneous transmission rate of the disease satisfies a(S(0)) = 0, a′(S(t)) > 0,
meaning the more susceptible people there are, the greater the probability of getting infected
and spreading the disease;

(2) Suppose a(S) is bounded, meaning there exists M, such that a(S) ≤ M;
(3) Suppose a′(S) ≤ a(S).

Lemma 2. When R0 ≤ 1, the disease-free equilibrium point P1 of model (4) is globally asymptoti-
cally stable.

Proof. Let V1 = kE + (µ + k)I; then, we have

dV1

dt
= ka(S)(I + ε1E)− (µ + k)(µ + p + γ)I.

Since S ≤ S0 and a′(S) > 0, we have a(S) ≤ a
(
S0). Therefore, when R0 ≤ 1, we

further have

dV1

dt
≤ ka

(
S0

)(
I + ε1

µ + p + γ

k
I
)
− (µ + k)(µ + p + γ)I

≤ (µ + k)(µ + p + γ)I
{

ka(S0)

(µ + k)(µ + p + γ)
+

ε1a(S0)

µ + k
− 1

}
≤ (µ + k)(µ + p + γ)I(R0 − 1)

≤ 0.

According to LaSalle’s asymptotic stability theorem [24], the disease-free equilibrium
point is globally asymptotically stable.

Then, we will use the Lyapunov function analysis method [25] to prove the existence
and uniqueness of the stochastic semi-parameter SEIR model (3).

Theorem 1. For any initial values (S(0), E(0), I(0), R(0)) ∈ R4
+, for almost all t ≥ 0, the model (3)

has a unique positive solution (S(t), E(t), I(t), R(t)), and this solution remains in R4
+ with proba-

bility 1.

Proof. Since the coefficients of the model (3) satisfy the local Lipschitz condition, for any
(S(0), E(0), I(0), R(0))∈ R4

+, there exists a unique local positive solution (S(t), E(t), I(t),
R(t)) (t ∈ [0, τe)), where τe is the explosion time. If τe = +∞, then this indicates that the
solutions of model (3) are global.

First of all, we prove that (S(t), E(t), I(t), R(t)) do not experience explosion at a finite
time. Let i0 ≥ 1 be large enough that (S(0), E(0), I(0), R(0)) is located in the interval[

1
i0

, i0
]
. For each integer i ≥ i0, define a stopping time,

τi := inf{t ∈ [0, τe) : min{S, E, I, R} ≤ 1
i

or max{S, E, I, R} ≥ i}.

It is evident that τi increases as i → +∞. Let τ∞ = lim
i→∞

τi, thus τ∞ ≤ τe a.s.. If we can

prove that τ∞ = +∞ a.s., then we can conclude τe = +∞ a.s., and (S(t), E(t), I(t), R(t))∈
R4
+ a.s.. If this statement is false, then there is a pair of constants T ≥ 0 and ε ∈ (0, 1), such

that P{τ∞ ≤ T} > ε, thus there exists an integer i1 ≥ i0, such that:

P{τ∞ ≤ T} > ε, ∀i ≥ i1.

Define a C2 function V: R4
+ → R+,
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V(S, E, I, R) := (S − m − m ln
S
m
) + (E − 1 − ln E) + (I − 1 − ln I) + (R − 1 − ln R).

where m is an undetermined coefficient; then, using the Itô formula [26], we obtain

dV(S, E, I, R) = LV(S, E, I, R)dt + σ1(S − m)dB1 + σ2(E − 1)dB2 + σ3(I − 1)dB3 + σ4(R − 1)dB4,

where

LV(S, E, I, R) = (1 − m
S
)[A − µS − a(S)(I + ε1E)] +

m
2

1
S2 σ2

1 S2

+ (1 − 1
E
)[a(S)(I + ε1E)− (µ + k)E] +

1
2

1
E2 σ2

2 E2

+ (1 − 1
I
)[kE − (µ + p + γ)I] +

1
2

1
I2 σ2

3 I2

+ (1 − 1
R
)[(p + ε2γ)I − µR] +

1
2

1
R2 σ2

4 R2

= A + mµ + 3µ + k + p + γ − µS − µE − µR − (µ + γ − ε2γ)I − mA
S

+
ma(S)(I + ε1E)

S
− a(S)(I + ε1E)

E
− kE

I
− (p + ε2γ)I

R

+
mσ2

1 + σ2
2 + σ2

3 + σ2
4

2

≤ A + mµ + 3µ + k + p + γ +
mσ2

1 + σ2
2 + σ2

3 + σ2
4

2
+ mM(I + ε1E)− µ(I + ε1E).

Taking m = µ
M , then we obtain

LV(S, E, I, R) ≤ A + mµ + 3µ + k + p + γ +
mσ2

1 + σ2
2 + σ2

3 + σ2
4

2
:= M1.

Therefore, we have

dV(S, E, I, R) ≤ M1dt + σ1(S − m)dB1 + σ2(E − 1)dB2 + σ3(I − 1)dB3 + σ4(R − 1)dB4. (5)

Let V(T ∧ τi) := V(S(T ∧ τi), E(T ∧ τi), I(T ∧ τi), R(T ∧ τi)), integrate Equation (5)
from 0 to T ∧ τi, and then take the expected value to obtain

EV(T ∧ τi) ≤ V(S(0), E(0), I(0), R(0)) + M1E(T ∧ τi)

≤ V(S(0), E(0), I(0), R(0)) + M1T.

Let Ωi := {τi ≤ T}, for i ≥ i1; if P(Ωi) ≥ ε, then we further have

EV(T ∧ τi) = E[1Ωi V(T ∧ τi)] + E[1Ωc
i
V(T ∧ τi)] ≥ E[1Ωi V(T ∧ τi)].

where 1Ωi is the indicator function of Ωi, for any ω ∈ Ωi, S(τi, ω), E(τi, ω), I(τi, ω) and
R(τi, ω) where at least one of them equals i or 1

i . Therefore, we have

V(S(T ∧ τi), E(T ∧ τi), I(T ∧ τi), R(T ∧ τi)

≥ min
{

i − m − m ln
i
m

,
1
i
− m + m ln im, i − 1 − ln i,

1
i
− 1 + ln i

}
= A(i).
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Thus, we obtain

V(S(0), E(0), I(0), R(0)) + M1T ≥ E[1Ωi V(S(T ∧ τi), E(T ∧ τi), I(T ∧ τi), R(T ∧ τi))]

≥ A(i)ε.

As i → ∞, V(S(0), E(0), I(0), R(0)) + M1T ≥ ∞, which results in a contradiction.
Hence, τe = ∞, a.s.

3. The Extinction of Disease

We will discuss the conditions for disease extinction in the stochastic semi-parameter
SEIR model (3) in this section.

Theorem 2. For any initial values (S(0), E(0), I(0), R(0)) ∈ R4
+, let ((S(t), E(t), I(t), R(t)) be

the solution of model (3). If

R1 =
2kM(k + µ)

k2 σ2
2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

< 1, ε1 ≤ k
µ + k

,

then we can obtain that

lim sup
t→∞

ln[kE + (k + µ)I]
t

≤
k2 σ2

2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

2(k + µ)2 (R1 − 1) < 0, a.s..

Proof. Let V := kE + (k + µ)I; using the Itô formula, we can obtain

d ln V =
1
V
{k{[a(s)(I + ε1E)− (k + µ)E]dt + σ2E(t)dB2(t)}+ (k + µ){[kE − (µ + p + γ)I]dt}}

+
kσ2E

V
dB2 +

(k + µ)σ3 I
V

dB3 −
1
2

1
V2

[
k2σ2

2 E2 + (k + µ)2σ2
3 I2

]
dt

=
[ka(s)(I + ε1E)− k(k + µ)E]

V
+

k(k + µ)E − (k + µ)(µ + p + γ)I
V

−1
2

k2σ2
2 E2

V2 − 1
2
(k + µ)2σ2

3 I2

V2 +
kσ2E

V
dB2 +

(k + µ)σ3 I
V

dB3.

d ln V =

{
ka(s)(I + ε1E)
kE + (k + µ)I

−
2(k + µ)(µ + p + γ)[kE + (k + µ)I]I + k2σ2

2 E2 + (k + µ)2σ2
3 I2

2[kE + (k + µ)I]2

}
dt

+
kσ2E

V
dB2 +

(k + µ)σ3 I
V

dB3

≤
{

ka(s)
(k + µ)

−
2(µ + p + γ)(k + µ)2 I2 + k2σ2

2 E2 + (k + µ)2σ2
3 I2

2(k + µ)2(E + I)2

}
dt

+
kσ2E

V
dB2 +

(k + µ)σ3 I
V

dB3

≤

 kM
k + µ

−
k2 σ2

2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

2(k + µ)2

dt +
kσ2E

V
dB2 +

(k + µ)σ3 I
V

dB3. (6)

Integrating Equation (6) from 0 → t first, then dividing by t, we further have

ln V(t)− ln V(0)
t

≤ kM
k + µ

− 1
2

k2 σ2
2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

(k + µ)2

+
1
t

(∫ t

o

kσ2E
V(s)

dB2(s) +
∫ t

o

(k + µ)σ3 I
V(s)

dB3(s)
)

.
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By taking the upper limit on both sides of the inequality and subsequently applying
the strong law of large numbers, we have

lim sup
t→∞

ln V(t)− ln V(0)
t

≤ kM
k + µ

− 1
2

k2 σ2
2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

(k + µ)2

≤
k2 σ2

2
2 ∧ (k + µ)2(µ + p + γ +

σ2
3
2 )

2(k + µ)2 (R1 − 1).

From the given condition R1 < 1, therefore, we further have

lim sup
t→∞

ln V(t)− ln V(0)
t

≤ 0.

It follows that lim
t→∞

E(t) = 0, lim
t→∞

I(t) = 0, a.s.. So, we obtain that lim
t→∞

R(t) = 0, a.s.

4. Stability of the Disease-Free Equilibrium

We will discuss the establishment of sufficient conditions for the average vibration of
the model (3) around P1 in this section.

Theorem 3. For any initial values (S(0), E(0), I(0), R(0))∈ R4
+, let (S(t), E(t), I(t), R(t)) be

the solution of model (3). If R0 ≤ 1, ζi > 0(i = 1, 2, 3, 4), then we can obtain

lim sup
t→∞

1
t

E
∫ t

0

[
ζ1(S(v)−

A
µ
)

2
+ ζ2E2(v) + ζ3 I2(v) + ζ4R2(v)

]
dv

≤ 1
2

[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1 (
A
µ
)

2
,

where

ζ1 = µ −
[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1 ,

ζ2 =

[
(µ + k)

4
− 1

2

]
σ2

2 ,

ζ3 =
(µ + k)(µ + p + γ)

4k2

[
(µ + p + γ)

2
− σ2

3

]
,

ζ4 =
µ(µ + k)(µ + p + γ)2(µ − σ2

4 )

8k2(p + ε2γ)2 .

Proof. Define a series of C2-functions,

V1 :=
1
2
(S − A

µ
)

2
, V2 :=

I2

2
, V3 :=

1
2

R2,

V4 :=
1
2
(S − A

µ
+ E)

2
, V5 := E +

µ + k
k + ε1(µ + p + γ)

I.

From the Itô formula, we can obtain

LV1 = −µ(S − A
µ
)

2
− a(S)(I + εE)(S − A

µ
) +

1
2

σ2
1 S2. (7)

LV2 ≤ 1
2

k2

µ + p + γ
E2 − 1

2
(µ + p + γ)I2 +

1
2

σ2
3 I2. (8)
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LV3 ≤ −1
2

µR2 +
(p + ε2γ)2 I2

2µ
+

1
2

σ2
4 R2. (9)

LV4 ≤
[
(2µ + k)2

2(µ + k)
− µ

]
(S − A

µ
)

2
− (µ + k)

2
E2 +

1
2

σ2
1 S2 +

1
2

σ2
2 E2. (10)

LV5 = a(S)(I + ε1E)− (µ + k)E +
µ + k

k + ε1(µ + p + γ)
(kE − (µ + p + γ)I)

= a(S)(I + ε1E)− ε1(µ + p + γ)(µ + k)E
k + ε1(µ + p + γ)

− (µ + p + γ)I
k + ε1(µ + p + γ)

= a(S)(I + ε1E)− (µ + p + γ)(µ + k)(I + ε1E)
k + ε1(µ + p + γ)

=
[

a(S)− a(S0)
]
(I + ε1E)− (µ + k)(µ + p + γ)(I + εE)

k + ε1(µ + p + γ)
(1 − R0).

From the mean value theorem, we have

LV5 ≤ a′(Ŝ)(S − A
µ
)(I + εE)− (µ + k)(µ + p + γ)(I + εE)

k + ε1(µ + p + γ)
(1 − R0). (11)

Combining Equations (7) and (11), we obtain

LV1 + LV5 ≤ −µ(S − A
µ
)

2
− a(S)(I + εE)(S − A

µ
) +

1
2

σ2
1 S2

+a′(Ŝ)(S − A
µ
)(I + εE)− (µ + k)(µ + p + γ)(I + εE)

k + ε1(µ + p + γ)
(1 − R0)

≤ −µ(S − A
µ
)

2
− (a(S)− a′(Ŝ))(I + εE)(S − A

µ
) +

1
2

σ2
1 S2

− (µ + k)(µ + p + γ)(I + εE)
k + ε1(µ + p + γ)

(1 − R0). (12)

Combining Equations (8) and (9), we obtain

LV2 +
µ(µ + p + γ)

2(p + ε2γ)2 LV3 ≤ 1
2

k2

µ + p + γ
E2 − 1

2
(µ + p + γ)I2 +

1
2

σ2
3 I2

+
µ(µ + p + γ)

2(p + ε2γ)2

[
−µR

2
+

(p + ε2γ)I2

2µ
+

σ2
4 R2

2

]

≤ 1
2

k2E2

µ + p + γ
− (µ + p + γ)I2

4
+

1
2

σ2
3 I2

+
µ(µ + p + γ)(σ2

4 − µ)R2

4(p + ε2γ)2 . (13)

Define a C2-function,

V :=
(2µ + k)2

2µ(µ + k)
(V1 + V5) +

(µ + k)(µ + p + γ)

2k2

[
V2 +

µ(µ + p + γ)

2(p + ε2γ)2 V3

]
+ V4.

From the Itô formula, and by substituting into (10), (12) and (13), we have
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LV =
(2µ + k)2

2µ(µ + k)

{
−µ(S − A

µ
)

2
−

[
a(S)− a′(Ŝ)

]
(I + εE)(S − A

µ
)

− (µ + k)(µ + p + γ)I
k

(1 − R0)+
1
2

σ2
1 S2

}
+
(µ + k)(µ + p + γ)

2k2

[
1
2

k2E2

µ + p + γ
− (µ + p + γ)I2

4
+

1
2

σ2
3 I2 +

µ(µ + p + γ)(σ2
4 − µ)R2

4(p + ε2γ)2

]

+

[
(2µ + k)2

2(µ + k)
− µ

]
(S − A

µ
)

2
− (µ + k)

2
E2 +

1
2

σ2
1 S2 +

1
2

σ2
2 E2

≤ 1
2

[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1 (
A
µ
)

2
−

{
µ −

[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1

}
(S − A

µ
)

2

−
[
(µ + k)

4
− 1

2

]
σ2

2 E2 − (µ + k)(µ + p + γ)

4k2

[
(µ + p + γ)

2
− σ2

3

]
I2

−
µ(µ + k)(µ + p + γ)2(µ − σ2

4 )

8k2(p + ε2γ)2 R2. (14)

First, we integrate Equation (14) from 0 to t, then simultaneously take expectations on
both sides of the equation, then we obtain

EV(t)− EV(0) ≤ −
{

µ −
[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1

}
E
∫ t

0
(S(µ)− A

µ
)

2
dµ

−
[
(µ + k)

4
− 1

2

]
σ2

2 E
∫ t

0
E(µ)dµ

− (µ + k)(µ + p + γ)

4k2

[
(µ + p + γ)

2
− σ2

3

]
E
∫ t

0
I(µ)dµ

−
µ(µ + k)(µ + p + γ)2(µ − σ2

4 )

8k2(p + ε2γ)2 E
∫ t

0
R(µ)dµ

+
1
2

[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1 (
A
µ
)

2
.

Therefore, we further obtain

lim sup
t→∞

1
t

E
∫ 1

0
ζ1(S(v)−

A
µ
)

2
+ ζ2E2(v) + ζ3 I2(v) + ζ4R2(v)dv ≤ 1

2

[
(2µ + k)2

2µ(µ + k)
+ 1

]
σ2

1 (
A
µ
)

2
.

5. Simulation

In this section, we demonstrate the correctness of the obtained results by enumerating
specific transmission functions and conducting numerical simulations using the Milstein
high-order method [27].

Example 1. We take a[S(t)] = βS(t), and let M = β × A
µ .

Applying the Milstein high-order method, the discrete equations of the model is as follows.
S(n + 1) = S(n) + {A − µS(n)− βS(n)[I(n) + ε1E(n)]}∆t + σ1S(n)ξ1n

√
∆t + σ2

1
2 S(n)(ξ2

1n − 1)∆t,

E(n + 1) = E(n) + {βS(n)[I(n) + ε1E(n)]− (µ + k)E(n)}∆t + σ2E(n)ξ2n
√

∆t + σ2
2
2 E(n)(ξ2

2n − 1)∆t,

I(n + 1) = I(n) + [kE(n)− (µ + p + γ)I(n)]∆t + σ3 I(n)ξ3n
√

∆t + σ2
3
2 I(n)(ξ2

3n − 1)∆t,

R(n + 1) = R(n) + [(p + ε2γ)I(n)− µR(n)]∆t + σ4R(n)ξ4n
√

∆t + σ2
4
2 R(n)(ξ2

4n − 1)∆t.



Mathematics 2024, 12, 1580 10 of 14

where ξmn(m = 1, 2, 3, 4, n = 1, 2, · · · , n1) are random variables following the standard normal
distribution N(0, 1), such that ∆Bn = ξmn

√
∆t. Assume initial values S(0) = 100, E(0) = 30,

I(0) = 40, R(0) = 30, and parameters A = 10, µ = 0.25, β = 0.002, ε1 = 0.1, ε2 = 0.3, k = 0.3,
p = 0.2, γ = 0.2. Set n1 = 20, 000, and step size ∆t = 0.005. The corresponding deterministic
model can be simulated as shown in Figure 1.

Figure 1. Deterministic model.

In the simulation processes depicted in Figure 2, take σ1 = 0.1, σ2 = 0.8, σ3 = 0.4, σ4 = 0.1.
We can observe that, due to the influence of noise disturbance, the solutions of the random model
exhibit irregular up and down fluctuations compared to the deterministic model. And calculate
R1 = 0.9167, which satisfies the conditions of Theorem 2. It can be observed that the disease
eventually dies out.

Figure 2. Stochastic model.

In the simulation processes depicted in Figures 3 and 4, take β = 0.002, σ1 = 0.1, σ2 = 0.3,
σ3 = 0.6, σ4 = 0.5. The rest of the parameters are consistent with the above. Calculate R0 = 0.8168,
satisfying the conditions of Theorem 3. It can be observed that the solutions of the model fluctuate
near the equilibrium point P1 =

(
A
µ , 0, 0, 0

)
of the deterministic model.
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Figure 3. Deterministic model.

Figure 4. Stochastic model.

Example 2. We take a[S(t)] = βS2(t), and let M = β ×
(

A
µ

)2
.

Applying the Milstein high-order method, the discrete equations of the model is as follows.
S(n + 1) = S(n) +

{
A − µS(n)− βS2(n)[I(n) + ε1E(n)]

}
∆t + σ1S(n)ξ1n

√
∆t + σ2

1
2 S(n)(ξ2

1n − 1)∆t,

E(n + 1) = E(n) +
{

βS2(n)[I(n) + ε1E(n)]− (µ + k)E(n)
}

∆t + σ2E(n)ξ2n
√

∆t + σ2
2
2 E(n)(ξ2

2n − 1)∆t,

I(n + 1) = I(n) + [kE(n)− (µ + p + γ)I(n)]∆t + σ3 I(n)ξ3n
√

∆t + σ2
3
2 I(n)(ξ2

3n − 1)∆t,

R(n + 1) = R(n) + [(p + ε2γ)I(n)− µR(n)]∆t + σ4R(n)ξ4n
√

∆t + σ2
4
2 R(n)(ξ2

4n − 1)∆ t.

where ξmn(m = 1, 2, 3, 4, n = 1, 2, · · · , n1) are random variables following the standard normal
distribution N(0, 1), such that ∆Bn = ξmn

√
∆t. Assume initial values S(0) = 100, E(0) = 30,

I(0) = 40, R(0) = 30. Set n1 = 20, 000, and step size ∆t = 0.005. Take parameters A = 10,
µ = 0.4, β = 0.0001, ε1 = 0.01, ε2 = 0.3, k = 0.3, p = 0.2, γ = 0.2. The corresponding
deterministic model can be simulated as shown in Figure 5.

In the simulation processes depicted in Figure 6, set σ1 = 0.1, σ2 = 0.8, σ3 = 0.6, σ4 = 0.5.
Calculate R1 = 0.9115, satisfying the conditions of Theorem 2. It can be observed that the disease
eventually dies out.

Set A = 10, µ = 0.3, β = 0.001, ε1 = 0.01, ε2 = 0.3, k = 0.3, p = 0.2, γ = 0.2;
the corresponding deterministic model can be simulated as shown in Figure 7. In the simulation
processes depicted in Figure 8, set σ1 = 0.1, σ2 = 0.3, σ3 = 0.6, σ4 = 0.5. The calculation yields
R0 = 0.8122, satisfying the conditions of Theorem 3. It can be observed that the solutions of the
model fluctuate near the equilibrium point P1 =

(
A
µ , 0, 0, 0

)
of the deterministic model.
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Figure 5. Deterministic model.

Figure 6. Stochastic model.

Figure 7. Deterministic model.
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Figure 8. Stochastic model.

6. Conclusions

This paper discusses the global existence and uniqueness, extinction, and stability of
the solution of the general SEIR model after incorporating interference from the transmis-
sion function and white noise. Finally, the conclusions of our theorems are verified through
numerical simulations, which have certain reference significance for the future research of
infectious disease models [28–30].
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