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Abstract: While preeclampsia is the leading cause of maternal death in Guayas province (Ecuador),
its causes have not yet been studied in depth. The objective of this research is to build a Bayesian
network classifier to diagnose cases of preeclampsia while facilitating the understanding of the causes
that generate this disease. Data for the years 2017 through 2023 were gathered retrospectively from
medical histories of patients treated at “IESS Los Ceibos” hospital in Guayaquil, Ecuador. Naïve Bayes
(NB), The Chow–Liu Tree-Augmented Naïve Bayes (TANcl), and Semi Naïve Bayes (FSSJ) algorithms
have been considered for building explainable classification models. A proposed Non-Redundant
Feature Selection approach (NoReFS) is proposed to perform the feature selection task. The model
trained with the TANcl and NoReFS was the best of them, with an accuracy close to 90%. According
to the best model, patients whose age is above 35 years, have a severe vaginal infection, live in a rural
area, use tobacco, have a family history of diabetes, and have had a personal history of hypertension
are those with a high risk of developing preeclampsia.

Keywords: preeclampsia; Bayesian networks; feature subset selection; machine learning; explainable AI

1. Introduction

Nowadays, preeclampsia, a placentally derived illness during pregnancy, is respon-
sible for 10–15% of all maternal deaths worldwide [1,2]. Preeclampsia is a progressive
multisystem disorder that typically occurs after 20 weeks of gestation or postpartum in
a woman with previously normal blood pressure [1]. It is characterized by the onset of
newly developed arterial hypertension, which may include proteinuria and multiple or-
gan dysfunction, such as hematological abnormalities, alterations in biochemical markers
of coagulation, and hepatic function. Moreover, it can be accompanied by neurological
complications or evidence of uteroplacental dysfunction, such as fetal growth restriction [3].

Although delivery is the only definitive treatment for preeclampsia, clinical man-
agement involves finding a balance between reducing the risk for the pregnant woman
and the risk of prematurity for the fetus. For this purpose, emphasis is placed on the
importance of early detection of pregnant women at higher risk of developing diseases and
implementing preventive measures and interventions in the management of pre-existing
medical conditions [4].
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It is difficult to determine which patients will suffer preeclampsia because it can appear
without a spike in blood pressure or the presence of protein in the urine [5]. However,
several risk factors have been identified for the condition [6]. According to the American
College of Obstetricians and Gynecologists (ACOG), previous preeclampsia, chronic hyper-
tension, diabetes mellitus, chronic kidney disease, autoimmune diseases, and multifetal
pregnancies are the main “high” risk factors for the development of preeclampsia [7,8].
Other risk factors, classified as “moderate”, include nulliparity, advanced maternal age,
maternal obesity, and family history, among others [8].

In the Ecuadorian context, according to the 2020 Ministry of Public Health report,
hypertensive disorder due to severe preeclampsia is the leading cause of maternal death
in Guayas province (Ecuador) [9]. Thus, the identification and timely treatment of this
disease can lead to a significant improvement in maternal and perinatal outcomes [10]. In
this sense, machine learning (ML) techniques can be useful to build early predictive models
of preeclampsia. For example, the assessment of the immune system in early pregnancy
can be useful in predicting the risk of preeclampsia in asymptomatic pregnant women [11].
However, that goal becomes a real challenge because the causes of this disease are still
poorly understood [11,12]. Furthermore, the existence of several risk factors and probable
existence of multiple pathogenic phenotypes of preeclampsia make the construction of
predictive models even more difficult [13].

It is common knowledge that, to apply ML models, the data must be preprocessed [14].
There are some techniques to achieve this preprocessing; in this study, the Feature Subset
Selection (FSS) task is applied. According to Gopika [15], a major problem in datasets
is the presence of irrelevant or redundant features, which leads to statistical correlation
problems between them. An alternative to reduce the dimension of these features is to
apply different FSS approaches such as filters, wrappers, and embedded methods used
in the ML field. However, FSS techniques do not completely remove these redundant or
irrelevant features [16].

All in all, this work analyzes the performance of some Bayesian network classifiers
induced from medical records collected at the gynecology unit of the “IESS Los Ceibos”
hospital. To build the models, a combination of filter and wrapper approaches is considered
for the feature selection task. This new approach has been reported and has presented
better performance than existing FSS techniques [2,14].

The remaining sections of the paper are structured as follows. In Section 2, prior
research relevant to this investigation is provided. Section 3 offers a concise overview of
the methodology to train and evaluate Bayesian network classifiers to predict preeclampsia.
The results and discussion of the outcomes are detailed in Section 4. Lastly, Section 5
encompasses concluding remarks.

2. Related Work
2.1. Bayesian Networks for Detecting Preeclampsia

Several ML and deep learning (DL) techniques, such as classification trees, Bayesian
networks classifiers (BNCs), neural networks, or random forests, among others, have
successfully predicted preeclampsia [17]. Among them, BNCs have the unique ability to
help decision-makers determine cause and effect under conditions of uncertainty [18,19].
Therefore, BNCs are considered in this work for representing our classification model.

At this point, it is important to differentiate what a Bayesian network (BN) is from
what a Bayesian network classifier (BNC) is. BN is a general-purpose generative model
that is trained regardless of the goal for which it is intended. A BNC is a type of BN in
which the topology is selected to maximize a single criterion (predictive accuracy) and to
perform a single job (classification). In the present work, we will focus on training BNCs to
classify the risk of suffering preeclampsia.

In recent years, different BNs have been proposed for analyzing preeclampsia. In
Table 1, relevant previous works are listed, describing the authors, the objectives, the
techniques considered to build both the network structure and the parameters (conditional
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and marginal probabilities), the clinical features considered as nodes in the BN structure,
and the aspects that the authors regarded as future work.

Table 1. Review of previous studies related to BN for analyzing preeclampsia, ordered by year
of publication.

Authors/Year Goal Techniques/Tools Clinical Features Future Work

McLachlan,
S., et al. [20]
2024

To model a broadly accurate BN
model, capable of describing di-
agnosis and treatment outcomes
using expert clinical knowledge,
large publicly available privacy-
preserving datasets, and pub-
lished statistics for a given popu-
lation.

Combines expert elicitation with
knowledge from the literature to
build the structure and param-
eters of the BN model. Further
investigation was conducted in
cases where the model parame-
ters did not match the expert es-
timates.

Maternal age, deprivation, multi-
plicity, parity, ethnicity, BMI, glu-
cose, diabetes, gestation, mater-
nal outcome.

Not mentioned in
the manuscript.

Amiri, M.
[21] 2023

To build a BN for determin-
ing the association between di-
verse influential factors associ-
ated with maternal vitamin D
and mode of delivery, generat-
ing maternal complications such
as preeclampsia and preterm de-
livery, leading to a higher proba-
bility of cesarean section.

Authors employed the Hill–
Climbing (HC) algorithm to se-
lect the best Directed Acyclic
Graph (DAG) corresponding to
their data. To fit the parameters
of BN, they used Bayesian esti-
mation.

Education, age at first pregnancy,
husband’s education, husband’s
job, husband’s smoking, age
at current pregnancy, residence
type, number of children, job,
city, vitamin D status, vitamin
D at delivery, intervention, type
of delivery, preeclampsia, reason
for cesarean, birth weight.

Not mentioned in
the manuscript.

Moreira,
M.W., et
al. [5] 2016

To build a system to support in-
telligent decision, applied to the
diagnosis of preeclampsia using
a BN.

The network structure and its
conditional and marginal proba-
bilities were obtained from med-
ical experts (in the literature).

Headache, epigastric pain, nau-
sea/vomiting, blurring of vision,
giddiness, hyperflexia, edema,
oliguria, hypertension, protein-
uria.

This has only been prelim-
inary work. Future work
will consider the evalua-
tion of the network using
real cases and the corre-
sponding expert evalua-
tion.

Moreira,
M.W., et al.
[22] 2016

To build a mobile solution for
high-risk pregnancy monitoring
using sensor networks. It uses
a Naïve Bayes classifier to bet-
ter identify the severity of hyper-
tension, helping experts in the
decision-making process.

The authors modeled the BNC
structure manually. In it, they
considered two attributes to clas-
sify the severity of preeclampsia,
namely, blood pressure and pro-
teinuria (in 24 h).

There are three different clas-
sifications of blood pressure:
normal (less than 139 mmHg
systolic), high (140–179 mmHg
systolic), and extremely high
(180 mmHg systolic). Addition-
ally, there are three categories for
proteinuria (within 24 h): absent
(no protein in the urine), traces
(between 0.3 and 1 g/24 h), and
severe (more than 3.5 g/24 h).

Authors propose to carry
out a comparative study
between the different BN
classifiers using discrete
variables. They also pro-
pose using a larger dataset
to improve the perfor-
mance of the system by in-
creasing precision and sen-
sitivity.

van Meurs,
A., et al. [23]
2014

To build a BNC for predict-
ing preeclampsia, by looking at
the predictions for normal and
preeclamptic pregnancies.

Preeclampsia risk estimation
from the model for each patient
was compared to preeclamp-
sia development. When data
are available in early pregnancy,
the model can distinguish be-
tween preeclampsia and non-
preeclampsia pregnant women
and is able to predict a higher
risk for the diagnosed patients.

Risk factors: age, BMI, smoking,
parity, twin pregnancy, family
history of preeclampsia, previ-
ous history of preeclampsia, pre-
existing vascular disease, preex-
isting renal disease, antiphospho-
lipid syndrome, diabetes melli-
tus. Medication and measure-
ments: blood pressure, protein-
to-creatinine ratio, serum creati-
nine, and hemoglobin and medi-
cation.

To perform a random-
ized controlled trial with
a larger number of pa-
tients to establish this cut-
off curve with more ac-
curacy, and to validate
the preeclampsia model
prospectively. Once vali-
dated, the model can as-
sist in early preeclampsia
diagnosis and thus allow
early treatment of it.

Velikova, M.,
et al. [24]
2014

To forecast the progression of the
preeclampsia disease through a
dynamic BN model.

An exploration of the basic
causal mechanisms and known
interactions of preeclampsia has
been carried out to acquire the
structure and probabilistic pa-
rameters of its proposed dy-
namic BN.

Antiphospholipid syndrome,
parity and history of preeclamp-
sia, chronic hypertension, renal
disease, diabetes, family history
of preeclampsia, family history
of hypertension, family history
of diabetes, multiple pregnancy,
obesity, maternal age, smok-
ing, hemoglobin, creatinine,
blood pressure.

To study the effect of
treatment per pregnancy
week on the model’s per-
formance in relationship
to actual patients. To
study whether different
treatment scenarios can
help prevent worsening of
the patient’s condition.
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Table 1. Cont.

Authors/Year Goal Techniques/Tools Clinical Features Future Work

Velikova, M.,
et al. [25]
2011

To build a dynamic BN model for
the at-home time-related devel-
opment of preeclampsia.

The network structure and its
conditional and marginal proba-
bilities were obtained from medi-
cal experts (in the literature). The
model includes the risk factors
and laboratory measurements
taken during 10 checkups at 12,
16, 20, 24, 28, 32, 36, 38, 40, and
42 weeks of pregnancy.

Age, smoking, obese, chronic HT,
parity–historyPE, hemoglobin,
creatinine.

This has only been prelim-
inary work. Clinical data
will be used to tune the
probability distribution of
the model such that it re-
flects current clinical prac-
tice in their location.

From Table 1, we can extract some guidelines to carry out our present work:

• As proposed by Amiri, M., et al. [21], we learn the structure and parameters of the
BNC from the data collected, using Bayesian estimation to fit the parameters;

• Following future work outlined by Moreira, M. W., et al. [22], we consider some
algorithms and not only Naïve Bayes for learning the BNC structure;

• As in the works listed in Table 1, we consider clinical data related to the follow-
ing points: personal and family health history, age, and cultural and demographic
characteristics;

• Following future work outlined by Velikova, M., et al. [25], clinical data are used
to build the BNC structure and parameters so that it reflects current clinical practice
in our local context. More specifically, we use clinical data from patients who have
received care in the gynecology unit of the "IESS Los Ceibos Hospital" in the city
of Guayaquil.

All in all, our work carries out both the learning of the structure and the parameters
of BNCs from our data, which were collected retrospectively. These data refer to clinical
features related to the following points: personal and family health history, age, and
cultural and demographic features. For learning the BNC structure and parameters, we use
the “bnclassify” package in R [26]. In addition, because of the promising results achieved
in [27–30], our work considers the following algorithms for building the structure of BNCs:
"Naïve Bayes” (BN), “Tree Augmented Naïve Bayes Chow-Liu” approach (TANcl) (both
of which were adapted by [31]), and “Forward Sequential Selection and Joining” (FSSJ)
(which is a Semi Naïve Bayes with a forward approach to constructive induction [32]).
To fit the BNC parameters, we use the Bayesian estimation included by default in the
“bnclassify” package [26].

2.2. Pre-Processing of the Data

Filter, wrapper, and embedded methods are the widely used approaches in FSS tasks.
The first approach is characterized by assigning values to each feature using a function
that generates a ranking. The features that head this ranking are selected and used as
inputs to the ML model. This approach presents the lowest computational cost compared
to the others [15].

On the other hand, the second approach uses classification algorithms to identify
the efficiency of the features by considering performance metrics analyzed during model
training such as accuracy. This procedure is performed on a subset of features with value
assignment, and then the best subset of features is selected [15].

Finally, the last approach is characterized by the use of learning algorithms to search
for the optimal subset of features [33]. But, as previously mentioned, FSS approaches do not
eliminate superfluous or unnecessary characteristics from datasets; hence, new approaches
to FSS should be researched to address this issue [15,16].



Informatics 2024, 11, 31 5 of 17

3. Materials and Methods
3.1. Clinical Data

Retrospective medical data have been collected from medical histories of patients
treated during the period 2017–2023 at “IESS Los Ceibos” hospital in Guayaquil, Ecuador.
Due to its retrospective, non-interventional nature with the use of anonymized data, the
requirement of informed consent was waived.

The number of medical records collected from “IESS Los Ceibos” hospital was 1467.
A total of 64 baseline features have been categorized. Collected medical features were
related to the following points: personal or family health history, age, and cultural and
demographic features. All the features of our dataset are categorical type.

The feature to be classified (class) is “Disease1”. It has two categorical values: positive
or negative, where positive refers to patients that suffer from the disease while negative
refers to the opposite case. The distribution of positive–negative values was obtained over
the records of the medical dataset, as shown in Table 2. The baseline accuracy percentage is
close to 76% when classifying all the records as negative cases.

Table 2. Distribution of positive–negative cases of preeclampsia.

Case Number of Records

Positive 351
Negative 1116

A very popular metric used to measure performance of classification models is the
accuracy [34]. It measures the ratio of properly classified samples to total samples. However,
accuracy loses its reliability when the dataset is imbalanced (i.e., there are significantly
more samples in one class than in the other classes), since this leads to an overly optimistic
assessment of the classifier’s capacity on the majority class [34].

According to Table 2, we see that our data are imbalanced, having 76% of records of
patients who have not presented preeclampsia. Thus, to face this class imbalance issue,
this work also considers the use of the “F1 score” metric when evaluating the performance
of classification models because it remains one of the most widespread metrics among
researchers for avoiding an overly optimistic assessment of the performance of classification
models [34].

3.2. Methodology

Figure 1 shows the steps to be considered in the methodological design, which begins
with data processing and ends with the deployment of the BNC that predicts preeclampsia.
Each phase of this design is described in detail below.

Data 
cleaning

Feature 
selection

Model 
training

Data 
imputation

DeploymentModel 
evaluation

Figure 1. Diagram of the proposed methodology for building a preeclampsia classification model.

3.2.1. Data Cleaning

In this step, the existence of duplicate columns in the dataset is checked. Duplicate
columns can be removed. Columns with a unique value are removed too. Both operations
have been considered following the recommendations exposed in [35,36].

3.2.2. Data Imputation

In this step, the existence of missing values in the dataset is handled. Missing values
can be replaced when applying any technique of data imputation. The majority of imputa-
tion techniques are restricted to one class of variables, either categorical or continuous. The
various kinds are usually handled independently when dealing with mixed-type data. As
a result, these techniques disregard potential connections between different variable types.
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Due to that, the present work considers “MissForest”, a non-parametric technique that
handles several kinds of variables at once [37]. In addition, in contrast with other techniques
used for dealing with multiple imputations in electronic health-record data, the machine
learning approach called “RandomForest” imputation does not need the specification of a
specific regression model and may handle interactions and nonlinearities [38].

All in all, we selected the “MissForest” method and the “RandomForest” algorithm to
predict missing values because they admit mixed data, achieving improved performance
in classification models according to [39–41].

3.2.3. Feature Selection with NoReFS

A new approach proposed in [14] has been considered to perform the FSS task. We
will call it NoReFS: Non-Redundant Feature Selection. It is a combination of filters and
wrapper FSS approaches. These two methods were considered in combination since better
performances have been reported during the training of classification models in the medical
context [42,43]. The filter methods selected are chi-square (chi2), mutual information, and
ANOVA F-value classification (F-classif). On the other hand, the selected wrapper method
is the Linear Forward Selection since the resulting performance when selecting features
can be improved impressively [44].

We proceed to carry out the selection of variables with each of the three aforementioned
filter methods. This step produces three subsets, as can be seen in the diagram in Figure 2.

Initial dataset

Chi square 
method

F-classification 
method

Mutual information 
method

Subset A Subset B Subset C

Figure 2. Feature selection with filter methods.

The next step is to extract the best features from each of these subsets (A, B, or C) using
Linear Forward Selection (wrapper approach). Through this process, the subsets A′, B′,
and C′ are obtained. Then, all the selected variables are joined and compared, and removal
of redundant features is applied. Finally, a dataset without redundant variables is achieved.
This process is presented in Figure 3.

Subset A Subset B Subset C

Wrapper technique: linear forward selection

Subset A’ Subset B’ Subset C’

Selected features: feature 1, feature 2, … feature n 

Add to the 
final dataset 

Remove feature¿is redundant?
NO YES

For each feature…

Final dataset

Figure 3. Extraction of the best features and comparison of redundant features.
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As presented in [14], using this methodology (NoReFS) produces comparable out-
comes to models trained with other FSS techniques, with the added benefit of eliminating
redundant features from the dataset.

3.2.4. Model Training

The algorithms selected for building BNCs are “Naïve Bayes” (NB), the Chow–Liu
approach of “Tree Augmented Naïve Bayes” (TANcl) adopted by [31], and a Semi Naïve
Bayes with a forward approach to constructive induction that is called “Forward Sequential
Selection and Joining” (FSSJ), as defined by [32]. Those algorithms have been selected
because of their good performances achieved in [27–30].

Regarding the percentage of data used for training and testing, it is recommended to
increase the percentage to 80% or 90% for training when one has larger datasets. The 80:20
training/test split ratio (80% for training and 20% for testing) is recommended, especially
for larger datasets, to provide enough training samples [45].

On the other hand, by decreasing the split ratio from 80:20 to 60:40, the amount of data
used for training is reduced. Moreover, using a ratio of 60:40 or 70:30 allows us to have
a clearer idea of the performance of the classification model on the test data, even if the
training task is carried out on a smaller number of samples. However, in the work presented
by [45], a significant difference between the 60:40 and 70:30 split ratios is not observed.

In this work, the entire dataset is divided into train and test sets when following
the 70:30 ratio. This implies that the first 70% of all data is assigned as the training set
and the remaining 30% as the test set. Those percentages were selected following the
recommendations presented in [46–49].

3.2.5. Model Evaluation

Once the preeclampsia classification models have been trained with each algorithm
presented in the previous step, the performances of the models are compared. To carry out
this comparison, we consider the metrics of accuracy, specificity, and F1 Score since they
have been widely adopted to measure the performance in binary classification tasks [34].
The sensitivity measures the fraction of positive cases that are classified as positive, while
the specificity measures the fraction of negative cases classified as negative. In our case,
the positive values are the patients who have a positive case of preeclampsia, while the
negative cases are the ones without that disease.

To carry out an honest estimation of the performance, a 10-fold cross-validation will
be considered on the training set. Moreover, to compare the performance of classification
models on unseen data, the test set will be utilized. Between them we will select the one
with the highest accuracy.

3.2.6. Deployment

The BNC obtained in the previous step was exported to a DSC format file to be
opened with “Bayesfusion” [50] Version 3.0.6518.0 (also called “GeNIe Academic”), with
the purpose of facilitating the visualization and management of the network by the doctors
who work at the “IESS Los Ceibos” hospital. Bayesfusion has been selected because this
tool is useful for performing inferences in BNs and other types of graphical probabilistic
models. Moreover, models created in it can be easily shared and used on mobile devices or
through a web browser [51]. Finally, the process of setting evidence in the BN to obtain
the classification in a BNC model is quite simple: it is only necessary to click on the
corresponding category value of each node.

4. Results and Analysis
4.1. Data Cleaning, Imputation, and Feature Selection

In this step, we have proceeded to perform the data cleaning and data imputation
following the steps described in Sections 3.2.1 and 3.2.2. After that, we proceeded to
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perform the FSS task with the NoReFS methodology presented in Section 3.2.3. Table 3
shows the selected features when applying the NoReFS method.

Table 3. Selected features when applying the NoReFS approach.

Feature Description Labels

“Hypertensionpersonalhistory” Hypertension personal history yes/no
“Parity” The number of times the fetus has reached a viable gestational age 1/2/3/4/5/6/7 or more
“Gravidity” The number of times the woman has been pregnant 1/2/3/4/5/6/7 or more
“Fetalstatus” Previous fetal status at birth born alive/stillborn/NA
“Tobaccouse” Tobacco use yes/no
“Diabetesfamilyhistory” Existence of relatives with diabetes yes/no
“Nupucells1” Patient vaginal infection mild/moderate/severe
“Maternalage-categorized” Maternal age by ranges State0: <35/State1: ≥35
“Education_Level” Education level primary/secondary/tertiary
“Specificplacearealivedincountyof” Area where the patient resides urban/rural

In order to verify if the selected features are in accordance with expert knowledge, we
comment on what the medical literature published to date has found about each of them.

The “Hypertensionpersonalhistory” feature is strongly related to the disease, due to
the fact that the increase in blood pressure during pregnancy causes an increased risk of
developing the disease [52]. In addition, the “Parity” and “Gravidity” features are also
marked as risk factors in [10,53] because having a high number of these implies having a
greater chance of developing preeclampsia. Concerning the state of the previous fetus, or
“fetalstatus”, the medical literature mentions that having a previous stillbirth episode may
increase the risk of preterm delivery [54,55]. Also, having previous babies with low birth
weight has a higher risk of developing the disease [56]. About tobacco use or “tobaccouse”,
the medical literature associates it with a higher risk of developing complications during
pregnancy, including preeclampsia [57]. The history of diabetes or “diabetesfamilyhistory”
is of great importance in the incidence of the disease because women with a history of
diabetes have a higher probability of developing the disease [58]. In addition, the patient’s
vaginal infection or “nupucells1” can provoke an abnormal immune response in the mother,
increasing the risk of developing preeclampsia [59,60].

In addition to the aforementioned medical features, age, cultural, and demographic
features are also important factors in preeclampsia risk prediction. It is essential to know the
maternal age or “maternalage-categorized” of the patient who is pregnant because, when
the patient is older than 35 years, they have a greater risk of developing the disease [61].
Moreover, women with a low educational level or “Education_Level” have a higher risk
of developing the disease because it is correlated with having less access to medical care
and health services, which increases the risk of developing the disease [62]. Finally, the
place where the patient lives or “specificplacearealivedincountyof” can greatly influence
the disease since, if the patient lives in a rural area, they have less access to medical care
and health services. This can increase the risk of developing the disease [63].

4.2. Model Training

As mentioned in Section 3.2.4, the algorithms selected to built our BNCs are: “Naïve
Bayes” (NB), “Tree Augmented Naïve Bayes” (TANcl), and “Semi Naïve Bayes” (FSSJ).
Moreover, we will consider “Disease1” as the class to predict. In addition, we have followed
the train-to-test ratio of 70:30, as recommended in [47]. For comparison purposes, we carry
out model training with and without the selected features in Table 3.

Below are the networks built with NB, TANcl and FSSJ. Since the NB and TANcl
algorithms make use of all the features of the dataset to build their node connections,
making it difficult to visualize their models, we only present those models trained with
the selected features from Table 3 in Figures 4–6. In addition, we present in Figure 7 the
network obtained with the FSSJ but without applying our proposed NoReFS approach
(Section 3.2.3).
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In Figure 4, we show that the model trained with the NB algorithm connects the
feature to be classified (Disease1) with all the other medical features without taking into
account the relationships that may exist between those other features. This is due to the
NB assumption of conditional independence given the class. While this assumption of
independence is often violated in practice, the NB nevertheless often offers competitive
classification accuracy [29].

Disease1 maternalageCategorized specificplacearealivedincountyof gravidity

parity fetalstatus tobaccouse diabetesfamilyhistory

hypertensionpersonalhistory nupucells1 EducationLevel

Figure 4. Model trained with NB and the selected features from Table 3.

In Figure 5, the model trained with TANcl has learned the relationships between
the features, representing them with connections in the form of a tree. Some medical
features are not connected but only with the class (Disease1). These are “specificplaceare-
alivedincountyof”, “diabetesfamilyhistory”, and “nupucells1”. Regarding the connected
features, we can review whether their causal influences are in accordance with medical
knowledge. For example, we show a causal influence between “maternalage-categorized”
and “gravity”. This may be because a higher age of pregnancy usually implies a higher
number of previous pregnancies. There is also a causal influence between “gravity” and
“Education_Level". A probable explanation for this relationship is that having a large
number of children could imply a lack of knowledge of contraceptive methods and other
aspects related to human sexuality (aspects that are learned in educational units). Addition-
ally, a causal influence between “Education_Level” and “hypertensionpersonalhistory” is
represented in the model. This could imply that a low educational level usually generates a
lack of knowledge about healthcare, with hypertension as one of the consequences, along
with other ailments. Furthermore, a causal influence between “gravity” and “parity” is
described in the model. This may be because a high number of pregnancies often implies
a high number of births. Finally, the model describes a causal influence between “parity”
and “fetalstatus”. We consider that this relationship is obvious since birth implies by itself
that the baby is born alive.

It is important to note that we do not see any medical explanation for the causal
influence between “hypertensionpersonalhistory” and “tobaccouse” represented in Figure 5
since the first does not cause the second.
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maternalage−categorized

gravidity

parity

fetalstatus

tobaccouse

hypertensionpersonalhistory

Education_Level

specificplacearealivedincountyof
                 diabetesfamilyhistory    nupucells1

Disease1

Figure 5. Model trained with TANcl and the selected features from Table 3.

In Figure 6, the model trained with the selected features of Table 3 and the FSSJ
algorithm has learned only one relationship between “hypertensionpersonalhistory” and
the class (Disease1). This unique relationship is because the FSSJ algorithm performs a
feature selection itself, as described in [32]. In this, the author mentions that the FSSJ
algorithm initializes the set of features to be used by the classifier for the empty set. Next,
two operators are used to add features to the model until no improvement is found. The
first operation consists of adding each feature not used by the current model representation.
The second operation consists of joining each feature not used by the current model with
each feature currently used.

The only relationship represented in the model is the causal influence between “Dis-
ease1” and “hypertensionpersonalhistory”. That causal relationship is abundantly docu-
mented in the medical literature [52], with hypertension being a risk factor for developing
preeclampsia, which, according to its definition, is a hypertensive disorder developed in
pregnancy.

Disease1

hypertensionpersonalhistory

Figure 6. Model trained with FSSJ and the selected features of Table 3.

Because FSSJ intrinsically applies a selection of features, Figure 7 is presented. In it, a
BNC has been trained when using the FSSJ algorithm but without applying the previous
selection of features presented in Table 3.

Exploring the existing relationships in the model in Figure 7, we see that some of
its medical features were not selected when applying our NoReFS approach. These are
age at first marriage (“ageatfirstmarriage-categorized”), hemoglobin level on admission
(“hemoglobinlevelonadmissionfordel-categorized2”), and the time trimester of first antena-
tal care visit (“timetrimesteroffirstancvisit”). Those medical features have also been pointed
out as risk predictors by the medical literature. For example, it is important to consider the
age at first marriage because uterine immaturity in very young teenagers is likely a major
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cause of defective deep placentation and adverse reproductive outcomes such as adolescent
preeclampsia [64]. In addition, a lower hemoglobin level on admission is described as
one of the symptoms of severe preeclampsia by [65]. Finally, the time trimester of the first
antenatal care visit is important to consider because, in [66], authors found that women
who worried about poor health in early pregnancy, controlling for other relevant health
indicators, were 2 to 3 times more likely to develop preeclampsia.

Disease1

hypertensionpersonalhistory

hemoglobinlevelonadmissionfordel−categorized2

timetrimesteroffirstancvisit

fetalstatus

ageatfirstmarriage−categorized nupucells1

multiplicityofpregnancy

Education_Level

Figure 7. Model trained with FSSJ without applying a previous FSS task.

All in all, some BNCs have been trained. Almost all the causal relationships existing
in these models are corroborated by the medical literature. To determine the goodness
of the models presented in this section and select the one with the best performance, it is
necessary to use the test set and an honest estimation of the performance metrics, aspects
that are described in the next section.

4.3. Model Evaluation
4.3.1. Honest evaluation of classification models

With the purpose of having an honest estimation of performance, a 10-fold cross-
validation on training dataset was considered. The performance of BNC models when
applying our proposed FSS approach and without it are shown in Table 4.

Table 4. Performance of BNCs when using 10-fold cross-validation and with/without our proposed
FSS approach. The best results are highlighted in bold.

NoReFS Algorithm
Performance Values (Mean ± Std Deviation)

Accuracy Sensitivity Specificity F1 Score

N
O

NB 76.12% ± 3.74% 0.72 ± 0.07 0.79 ± 0.04 74.05% ± 2.10%

TANcl 82.62% ± 3.52% 0.79 ± 0.04 0.87 ± 0.04 77.32% ± 2.12%

FSSJ 80.31% ± 2.07% 0.78 ± 0.05 0.83 ± 0.02 78.29% ± 1.37%

Y
ES

NB 78.24% ± 4.16% 0.74 ± 0.02 0.85 ± 0.02 75.19% ± 3.25%

TANcl 89.64% ± 3.78% 0.87 ± 0.02 0.91 ± 0.03 84.45% ± 1.92%

FSSJ 86.12% ± 3.52% 0.83 ± 0.04 0.88 ± 0.04 82.17% ± 2.12%
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As can be shown in Table 4, the NoReFS approach has slightly improved the perfor-
mance in comparison with the achieved without considering the NoReFS method. This
can be observed by comparing the accuracy, specificity, and F1 score metrics. Moreover,
the BNC trained with the TANcl algorithm has achieved the best results, with an accuracy
close to 90%. In addition, its high sensitivity and specificity values indicate that this model
achieves good predictions of positive and negative cases of preeclampsia.

4.3.2. Performance of classification models on unseen data

For comparing the goodness of trained models on unseen data, the test set was used,
and the metrics mentioned in Section 3.2.5 are considered. The performances that BNCs
have achieved on the test set are presented in Table 5.

Table 5. Performance of BNCs when using the test dataset. The best results are highlighted in bold.

NoReFS Algorithm
Performance Values

Accuracy Sensitivity Specificity F1 Score

N
O

NB 75.72% 0.75 0.77 73.17%

TANcl 82.41% 0.78 0.85 79.64%

FSSJ 79.52% 0.76 0.82 76.18%

Y
ES

NB 77.59% 0.73 0.84 74.38%

TANcl 88.71% 0.86 0.92 83.17%

FSSJ 85.43% 0.82 0.86 81.60%

According to the results in Table 5, models that considered the NoReFS approach
outperform the results achieved by the models that do not consider it. This can be observed
by comparing the accuracy, specificity, and F1 score metrics. In addition, the BNC trained
with the TANcl algorithm achieved the best performance, with an accuracy close to 90%.
Moreover, its high sensitivity and specificity values indicate that this model achieves good
predictions of positive and negative cases of preeclampsia.

All in all, the BNC trained with the TANcl algorithm has been proven to obtain the
best performance, in both Tables 4 and 5, when using the NoReFS approach. TANcl has also
achieved outstanding results when training classification models in [27,67–69].

4.4. Deployment

Due to the high performance achieved when comparing BNCs in the previous sec-
tion, the model trained with TANcl was selected to be deployed through the Bayesfusion
software, as mentioned in Section 3.2.6. It is depicted in Figure 8.

Case 24%

Control 76%

Disease1
State050%

State150%

maternalage

x 17%

x2 17%

x3 17%

x4 17%

x5 17%

x6 17%

gravidity

x 14%

x2 14%

x3 14%

x4 14%

x5 14%

x6 14%

x7 14%

parity

Normal_live... 50%

Still_birth 50%

fetalstatus

Primary_an... 33%

Secondary 33%

Tertiary 33%

Education_Level

No 54%

Yes 46%

hypertensionperson...

No 56%

Yes 44%

tobaccouse

Informal_s ... 36%

Rural 26%

Urban_est ... 38%

specificplacearealiv...

No 60%

Yes 40%

diabetesfamilyhistory

Mild_Moder ... 46%

Normal 27%

Severe_UT... 27%

nupucells1

Figure 8. BNC trained with TANcl and the selected features from Table 3.
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In Figure 8, we observe that the marginal probability distribution of each feature
has similar probabilities for their categories, with the exceptions of “hypertensionperson-
alhistory”, “tobaccouse”, “diabetesfamilyhistory”, “nupucells1”, and “specificplaceare-
livealivedincountyof”, which have a strong influence on the classification of the risk of
preeclampsia. Thus, the other features have a minimal influence on the classification.

As mentioned in Section 3.2.6, to perform the classification, the doctors must click on
the corresponding category value of the features, depending on the information available
about the patient. This operation is called “setting the evidence”. Then, by updating the
belief, the high percentage of the category value in the target feature (Disease1) determines
if there is a positive case of the disease or if it is a negative case. For example, Figure 9
presents the classification obtained with the following evidence: a patient over 35 years old,
with a severe vaginal infection (nupucells1) and with diabetes family history, resides in
any rural location, is positive to tobacco use, is positive to hypertension personal episodes,
has a secondary education level, has gravidity equal to 3, and has parity equal to 2. In this
case, the patient with these values has a high probability (86%) of suffering preeclampsia
according to the trained TANcl classifier in Figure 5. In this case, the risk of developing
preeclampsia may be due to hypertension personal history and tobacco use.

Case 86%

Control 14%

Disease1
State0 0%

State1 100%

maternalage

x 0%

x2 0%

x3 100%

x4 0%

x5 0%

x6 0%

gravidity

x 0%

x2100%

x3 0%

x4 0%

x5 0%

x6 0%

x7 0%

parity

Normal_li ...100%

Still_birth 0%

fetalstatus

Primary_an... 0%

Secondary 100%

Tertiary 0%

Education_Level

No 0%

Yes 100%

hypertensionperson...

No 0%

Yes 100%

tobaccouse

Informal_s ... 0%

Rural 100%

Urban_est ... 0%

specificplacearealiv...

No 0%

Yes 100%

diabetesfamilyhistory

Mild_Moder ... 0%

Normal 0%

Severe_U ...100%

nupucells1

Figure 9. Setting the evidence in the BNC trained with TANcl and the selected features from Table 3.

All in all, patients who are at high risk of developing preeclampsia are those whose
age is above 35 years, have a severe vaginal infection (nupucells1), live in a rural area, use
tobacco, have a family history of diabetes, and have a personal history of hypertension.
These features were extracted by setting the “Disease1” feature to “Case” and updating the
evidence, as presented in Figure 10.

Case 100%

Control 0%

Disease1
State025%

State175%

maternalage

x 17%

x2 17%

x3 17%

x4 17%

x5 17%

x6 17%

gravidity

x 14%

x2 14%

x3 14%

x4 14%

x5 14%

x6 14%

x7 14%

parity

Normal_live... 50%

Still_birth 50%

fetalstatus

Primary_an... 33%

Secondary 33%

Tertiary 33%

Education_Level

No 23%

Yes 77%

hypertensionperson...

No 42%

Yes 58%

tobaccouse

Informal_s ... 44%

Rural 53%

Urban_est ... 3%

specificplacearealiv...

No 7%

Yes 93%

diabetesfamilyhistory

Mild_Moder ... 7%

Normal 7%

Severe_UT... 85%

nupucells1

Figure 10. Patients with a high risk of suffering preeclampsia in the BNC trained with TANcl and the
selected features from Table 3.
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5. Conclusions

This study assesses the application of some algorithms to train Bayesian network
classifiers (BNCs) that predict the risk of suffering preeclampsia in patients who are treated
at the “IESS Los Ceibos” hospital in Guayaquil, Ecuador. In this work, a non-redundant
feature selection (NoReFS) approach is proposed for handling the elimination of redundant
features, which is not assured when using only a filter or a wrapper FSS approach.

Ten medical features were selected by the NoReFS approach. Features such as hyper-
tension personal history, parity, gravidity, tobacco use, diabetes family history, maternal
age, and education level, have also been described as important clinical features to con-
sider for predicting preeclampsia in the medical literature. This knowledge allows us to
conclude that the features selected by the NoReFS approach are coherent with regard to the
medical literature.

BNCs were built with the selected features, improving the performance obtained when
not applying the NoReFS task before the model training. Naïve Bayes (NB), Chow–Liu Tree-
Augmented Naïve Bayes (TANcl), and Semi Naïve Bayes (FSSJ) algorithms were considered
for building BNCs. The model trained with the TANcl algorithm and the NoReFS task was
the best of them, achieving an accuracy close to 90%. In addition, the medical interpretation
of the causal influence relationships in the classifying models has been carried out, usually
agreeing with what the medical literature has mentioned to date.

Due to the high performance achieved by the model trained with the TANcl algorithm
and the NoReFS task, it was selected to be deployed with Bayesfusion to carry out the
classification of the risk of preeclampsia and interpretation of the results by the medical
personnel working in the department of gynecology at the hospital “IESS Los Ceibos” in
Guayaquil, Ecuador. From the deployed model, we can infer that the patients with the
highest risk of suffering from preeclampsia are those whose age is above 35 years, have a
severe vaginal infection, live in a rural area, use tobacco, have a family history of diabetes,
and have a personal history of hypertension.

As future work, it remains to contrast the clinical–computational findings of the
classification models presented in this work with other classification models built from
other clinical data available in different hospitals in Ecuador. Furthermore, since this study
has addressed the use of an unbalanced dataset, we may consider some data augmentation
techniques such as the Synthetic Minority Oversampling Technique (SMOTE) and some
ensemble methods such as boosting or bagging combined with BNCs to improve the
robustness and accuracy of the model, especially in the presence of dataset imbalance.
Finally, in the future, it is proposed to collect other clinical information from patients that
may be associated with the risk of preeclampsia, such as body mass index and physical
activity, among others.
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