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Abstract: Generative Artificial Intelligence (AI) is heralding a new era in AI for performing a spectrum
of complex tasks that are indistinguishable from humans. Alongside language and text, Generative
AI models have been built for all other modalities of digital data, image, video, audio, and code. The
full extent of Generative AI and its opportunities, challenges, contributions, and risks are still being
explored by academic researchers, industry practitioners, and government policymakers. While this
deep understanding of Generative AI continues to evolve, the lack of fluency, literacy, and effective
interaction with Generative and conventional AI technologies are common challenges across all
domains. Tertiary education institutions are uniquely positioned to address this void. In this article,
we present the human-centred design of a universal AI literacy module, followed by its four primary
constructs that provide core competence in AI to coursework and research students and academic
and professional staff in a tertiary education setting. In comparison to related work in AI literacy,
our design is inclusive due to the collaborative approach between multiple stakeholder groups and
is comprehensive given the descriptive formulation of the primary constructs of this module with
exemplars of how they activate core operational competence across the four groups.

Keywords: artificial intelligence; generative AI; AI literacy

1. Introduction

The exponential increase in Generative Artificial Intelligence (AI) applications in
industrial, commercial, social, and personal settings is driving an urgent need for AI
literacy skills that deliver operational competence while also setting the foundation for
further study into the technical topics of AI [1]. Through its access to coursework and
research students and academic and professional staff, universities are suitable testbeds
for the design and development of a universal module for AI literacy that is focused on
the learning needs of general to specialised cohorts. In terms of approach, this module
builds upon the success of similar works, such as those for teaching digital literacy and
academic integrity. In terms of structure and content, it accommodates diverse learning
abilities while addressing the practical requirements of all student cohorts and staff groups
within a university setting. This inclusive approach aligns with the need to embrace
AI as foundational for the future ethics of work in driving student employability and
organisational productivity.

Digital literacy is a precursor to AI literacy, and given this dependence, AI literacy can
also be positioned as an extension of digital literacy, which has evolved significantly since
its inception in the 1990s when it was defined by Gilster [2] as ‘the ability to understand and
use information in multiple formats from a wider range of sources when it is presented via
computers’. However, recent literature reveals a lack of consensus on a comprehensive def-
inition mainly due to the evolving nature of technology and the multifactorial needs of key
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stakeholders [3,4]. Within this pool of definitions, the common themes are characteristics,
digital competence, related knowledge, and skills [5].

AI literacy, on the other hand, is a term in its infancy. In general, it refers to having
proficiency in comprehending, using, monitoring, and evaluating AI applications without
necessarily being able to develop AI models themselves [6,7]. A more comprehensive and
frequently cited definition of AI literacy was formulated by Long et al. [8], who defined
it as ‘a set of competencies that enables individuals to critically evaluate AI technologies,
communicate and collaborate effectively with AI, and use AI as a tool online, at home,
and in the workplace’. The use of AI in education has been actively researched [9] and
implemented [10], primarily for assessment [11], teaching support [12], and the technical
and ethical aspects [13]. However, these have maintained a specific focus on Science,
Technology, Engineering, and Manufacturing (STEM) disciplines [14].

Despite these endeavours and the increasing use of Generative AI in education, the
inclusive design of curriculum and pedagogy of a universal AI literacy module has not
been reported. In this article, we aim to address this gap by adopting an inclusive, human-
centred design approach involving multiple stakeholder groups to identify, rationalise,
and formulate the primary constructs of a universal AI literacy module that provides
operational competence to students and staff in a tertiary education setting. Students and
staff are categorised into high-level groups of coursework students, research students,
academic staff, and professional staff. Based on our findings, the four constructs that
we propose for a universal AI module are (1) foundational knowledge of AI, (2) solving
problems using AI, (3) the ethical and responsible practice of AI, and (4) entrepreneurship
and innovation with AI. These four constructs should also be sequentially aligned to deliver
the continuum of simple-to-complex and concrete-to-abstract learning objectives of Bloom’s
taxonomy [15].

The rest of the manuscript is organised as follows. Section 2 reviews recent work on
AI literacy and AI in education while also introducing the state-of-the-art Generative AI. In
addition to reviewing the literature, we anticipate this section will contribute towards ad-
dressing misconceptions of AI and Generative AI that are common in the tertiary education
sector, as well as aggregating its progression and capabilities. Section 3 presents our pri-
mary contribution of the human-centred design approach involving multiple stakeholder
groups to identify, rationalise, and formulate the primary constructs of a universal AI
literacy module, followed by a description of each construct. Section 4 presents a discussion
on the implications of this universal AI literacy module and its role in addressing the
current challenges in tertiary education, and Section 5 concludes this paper.

2. Related Work

The landscape of AI literacy has been described as heterogeneous and lacking reliable
information, where questions are raised on the lack of a widely recognised and accepted
definition of AI literacy, the positioning (exclusion/inclusion) of programming skills, the
lack of robust metrics for measuring literacy, and the lack of empirical research with relevant
control variables [14]. Another study [6] aligns with Bloom’s taxonomy in proposing four
aspects for defining AI literacy that are based on the adaptation of classic literacies; however,
their exploratory review does not progress beyond naming and aligning these aspects.
Notwithstanding the headlining presence of Generative AI and its impact on the work and
life of adult humans, a number of studies have focused on AI literacy in early childhood
education [16], middle-school students [17], and K-12 students [18]. These studies resonate
with the same limitations mentioned above, signifying the infancy of the domain despite
its increasing importance across all educational landscapes.

Outside AI literacy, AI technologies have been used across diverse applications in
education. Given the diversity of these applications, a number of systematic reviews have
reported groupings of these capabilities. Four such perspectives were reported in a 2018
study [19], namely, personalised instructional material, innovative instructional strategies,
technology-assisted assessment, and communications between learners and instructors,
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which was followed by four schemes, identified as profiling and prediction, assessment
and evaluation, adaptivity and personalisation, and intelligent tutoring systems [11]. A
2022 study reported an increase in implementing and designing online education, per-
sonalised learning support, learner profiling, and learning analytics [20]. More broadly, a
review of two decades of AI in education [9] reported eight areas for future development,
namely, intelligent tutoring systems, natural language processing, educational robots, edu-
cational data mining, discourse analysis, teaching evaluation, learner emotion detection,
and personalised learning systems. It is expedient to note that every systematic review and
research article on the topic of AI in education published prior to 2023 has not anticipated
the transformative capabilities of Generative AI. Instead, they focus on the four primary
capabilities of what is now being categorised as conventional AI (or narrow/weak AI):
prediction, classification, association, and optimisation [21]. These primary capabilities
have been demonstrated in a number of recent studies, focusing on applications such as
smart cities [22,23], healthcare [24,25], and energy [26,27].

Generative AI is broadly defined by its ability to “generate new content” that is com-
plex and seemingly meaningful [28]. This “new content” is unlike the datasets used to train
the Generative AI model and is typically known as “AI-generated content (AIGC)”. A clear
distinction can be drawn between Generative AI and conventional AI (or narrow/weak
AI) based on the complexity of the output that is generated. Conventional AI produces
an output that is well-defined, such as prediction, classification, association, or optimi-
sation. In contrast, Generative AI generates complex content in response to an ad hoc
human query that is not predefined. This complexity and human-like content have led
to Generative AI being recognised as a General-Purpose Technology due to its sustained
impact of complementing human intelligence across occupations and constituent work
tasks. Higher-wage occupations are increasingly exposed to Generative AI, with approxi-
mately 80% of the U.S. workforce having a minimum of 10% of work tasks automated and
close to 19% of occupations with a higher risk of 50% exposure [13]. Rapid developments
in novel deep-learning algorithms for predicting sequences, availability of large volumes
of high-quality training data, and access to scalable and distributed computing facilities
on cloud infrastructure have laid the technical foundations for this exponential growth in
Generative AI [28,29]. The first generation of models were trained on image data and spe-
cialised in computer vision-related tasks, such as face detection, object detection [30], object
localisation, and image captioning, followed by the second generation focusing on language
and text. Commonly known as Large Language Models (LLMs), these models have found a
wider audience due to the simplicity of interaction through conversation, as demonstrated
by the success of ChatGPT [13,31]. The combination of images and text has led to the
further development of multimodal models and specialised scientific, programming, and
robotics models.

“Prompting” is the most common form of interaction with a Generative AI model.
This takes the form of a question or query where intent information is expressed within the
instructions provided by the human operator. A prompt typically consists of the following
elements: an instruction, which follows how the model operates; context, which supports
the interpretation of the instruction; input, which is the semantic information within the
instruction; and output, which is the format and type of output required [28]. The simplest
and most straightforward method of prompting is to use the graphical web interface or
smartphone interface, followed by the programmatic method of accessing a Generative
AI model using an API, which is also automated and connects the model to a pre-existing
software package or system. Chain-of-thought prompting, zero-shot prompting, tree-
of-thought prompting, and graph prompting are advanced variants for more complex
interactions [32]. Model finetuning and transfer learning are more advanced techniques
that allow users to train a Generative AI model using their own data [33]. Generative AI
model architecture, hyperparameters, and training algorithms can also be redesigned and
trained from scratch to learn from new datasets, which is typically a larger undertaking
requiring technical and domain expertise.
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3. The Universal AI Literacy Module

Underpinned by the phenomenological methodology of participatory action research,
we adopted a human-centred design approach [34] that facilitates an exploratory process
of joint inquiry, identification, and deliberation of the expectations and requirements of
the universal AI literacy module. The initial phase of the design approach was an ideation
workshop [35] of AI researchers and practitioners (n = 35) that congregated their collective
technical and professional expertise into a blueprint for AI literacy. This blueprint informed
the design of content for the next phase of in-depth interviews with participants who
were a representative sample of the target groups (n = 15), coursework students, research
students, academic staff, and professional staff. As future employers of university students
and an active consumer group of AI, industry practitioners (with/without technical or
AI expertise) were also included in this sample. These target groups are representative
of a tertiary education setting where students branch out into coursework (20%) and re-
search (20%) subgroups and staff split into academic (20%) and professional (20%), with
industry practitioners (20%) being partially involved in teaching and research activities.
The demographics of this sample are as follows: gender—46.6% female, 40% male, and
13.3% undisclosed and age group—20–29: 40%, 30–39: 20%, 40–49: 20%, and 50–59: 20%.
The interviews were conducted using an online platform by an experienced qualitative
researcher with expertise in undertaking phenomenological research for over 10 years. The
average length of the interviews was approximately 30 min. Five transcripts underwent
preliminary coding by two members of the research team with experience undertaking
qualitative analysis, and any discrepancies in coding were discussed to ensure consensus
was reached prior to proceeding with the coding of the remaining transcripts. The tran-
scripts of the interviews underwent inductive thematic analysis to determine common
themes encompassing main points and opportunities for advancing AI literacy. These
findings informed the final phase of co-design workshops where we further recruited a
representative sample of the target groups (n = 10) to collaboratively ideate and design the
AI learning module through iterations of empathy building, hypothesis testing, idea gener-
ation, and prototyping. As depicted in Figure 1, this approach reaches beyond participant
involvement to co-evolve the problem and the solution in a collaborative setting. Across
the phases of ideation, interviews, thematic analysis, and three iterations of co-design
workshops, we transformed and refined the blueprint of the universal AI literacy module
into a complete specification. Table 1 presents this specification in its implementable format
of constructs and topics. When aggregating the findings of the design approach, the first
undertaking was the number of constructs with justification for providing adequate opera-
tional competence while also not overbearing on those participants without pre-requisite
knowledge or skill. Drawing on the incremental premise of knowledge, skill, ethics, and
innovation and aligning with the learning levels of Bloom’s taxonomy, we rationalised the
four constructs: (1) foundational knowledge of AI, (2) solving problems using AI, (3) the
ethical and responsible practice of AI, and (4) entrepreneurship and innovation with AI.
Each construct is further deliberated in terms of the major topics and the levels of learning
from Bloom’s taxonomy (presented in parentheses) in Table 1. The constructivist underpin-
nings of this specification can be observed in the progression of foundational knowledge
into solving problems using AI, followed by the ethical and responsible practice of such
AI solutions and systems, leading up to the capacity for entrepreneurship and innovation
using AI.
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Figure 1. Human-centred design approach for constructing the universal AI literacy module.

Table 1. The four constructs and corresponding topics of the universal AI literacy module.

Constructs (With Levels of Learning from Bloom’s Taxonomy) Topics

Foundational AI Knowledge
(Remember, Understand)

Applications of AI across diverse disciplines and industries

The lifecycle of an AI application, from design to deployment

Datasets and attributes used for AI model building

Algorithms used for learning, reasoning, optimisation

AI models and hyper-parameters

AI model evaluation methods and metrics

AI model deployment and scalability of AI solutions

Management of AI systems and solutions

Solving Problems using AI
(Understand, Analyse, Apply)

Basic to advanced skills in prompt engineering

Using AI to produce creative work

Identification and design of an AI solution

Fit for purpose comparison of existing AI solutions

AI model interpretation and explainability

Insights generation using AI solutions

Building Human-in-the-Loop AI systems

Evaluation of AI-based decision-making, methods and metrics

Ethical and Responsible Practice of AI
(Analyse, Apply, Evaluate)

AI Regulations, local and international

AI ethics guidelines, codes of conduct, best practices

Responsible approaches to prompt engineering

Responsible approaches to AI creativity

Bias detection, reporting and remediation methods

Responsible use and referencing of all AI-generated content

Methods and metrics for the detection of AI-generated content

Lifelong learning for the responsible practice of AI
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Table 1. Cont.

Constructs (With Levels of Learning from Bloom’s Taxonomy) Topics

Entrepreneurship and Innovation with AI
(Evaluate, Create)

Critical thinking and analytical mindset

AI-first approaches to business strategy, operations, planning

Recruiting and leading AI teams

Fundamentals of IP, patents and commercialisation

Pitching AI to investors

Scaling AI solutions

Presenting AI to non-technical audiences

Table 2 expands the specification by presenting exemplars of how the four stakeholder
groups draw benefit and value from each of the constructs. For instance, a coursework
student will leverage their foundational knowledge of AI to understand the AI capabilities
of a social media app on their smartphone and how the social media provider trains AI
using consumer data to deliver these capabilities. In solving problems using AI, coursework
students will benefit from the conversational abilities of Generative AI (such as ChatGPT)
to simplify complex topics with familiar examples during self-study sessions. This is
already a common-use case of Generative AI, which can be further augmented through
formal training in prompt engineering skills. By adopting the responsible practice of AI,
coursework students will know how to use and cite AI tools and AI-generated content not
only in assignments but also in work tasks and personal activities. The combination of
these three constructs, i.e., knowledge, problem-solving skills, and the responsible practice
of AI, is transformational in ensuring the next generation of employees and citizens are
cognizant of the opportunities and risks of AI, competent in its use, and proficient in the
identification of AI systems and AI-generated content. The final construct is an extension
of these capabilities where AI-literate individuals can progress towards innovation with
AI. This can take diverse forms, such as start-ups and creative output that would lead to
alternate career pathways for coursework students, promote academic research, create
personalised learner journeys that reduce attrition, and lead to AI transformations that
deliver operational efficiencies across the tertiary education landscape.

Table 2. Exemplars of AI literacy by stakeholder group.

Stakeholder Group Foundational
Knowledge of AI

Solving Problems
Using AI

Ethical and Responsible
Practice of AI

Entrepreneurship and
Innovation with AI

Coursework
students

Describing the AI
capabilities of a

smartphone application

Understand complex
topics using AI-based

explanations

Guidelines for responsible
use of Generative AI

content in work, study, and
personal settings

Recognising alternate
career pathways for

graduate employability

Research students

Unpacking the
functionality of an AI

research tool for lit
review

Comparing research
methods by expected

outcomes

Ensuring the
reproducibility of research

outcomes when using
AI-based research tools

Contributing a library
of customised AI tools
for discipline specific

research activities

Academic staff

Recognising how
AI-generated content

can be included in
assignment
submissions

Integrating classroom
experience into

personalised, authentic
assessments

Knowing the risks of bias,
inaccuracies and fallacies
when integrating AI into

learning

Advocating and
implementing

personalised learner
journeys that reduce

attrition

Professional staff

Identifying
opportunities for

integrating AI into
work activities

Using Generative AI
for process automation

Preserving privacy,
confidentiality and

integrity of sensitive data
when using AI tools

Progressing the digital
transformation of

institutional operations
into AI transformation
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In the following subsections, we unpack each of the constructs and provide guidelines
for identifying pedagogical approaches to develop the necessary knowledge and skills. We
also identify strategies for the application of effective methods to scaffold activities for using
AI to solve problems through reflective, ethical, and responsible practices. We signal that
interactions with students and AI tools provide opportunities for knowledge production,
as opposed to knowledge consumption, thus contributing to innovation and supporting
entrepreneurship with AI. Such constructivist approaches position the learning process at
the core of quality learning where the process is the vehicle for meaningful and engaged
learning [36]. Applying this approach in practice requires closer attention to the redesign of
authentic assessment activities and pedagogical approaches that integrate the use of AI. The
focus is on utilising critical higher-order thinking to build student capabilities in analysis,
complex problem solving, logic development, creativity, and collaboration. Intentional
design is vital for the provision of structure and support for learners required during the
learning process [37], particularly in the context of the Generative AI environment.

Successful design of the module requires thoughtful and effective pedagogical consid-
erations to support the engineering of learning and teaching strategies, with a focus on the
process of learning, as opposed to the product of learning. We approach the design of the
AI literacy module through the lens of constructivism, which defines learning as a process
for active knowledge construction instead of passive knowledge absorption [38]. The con-
structivist approach is student-centred, where meaning, learner processes, collaboration,
and interactivity are the key foci [39,40]. We assign a high value to learning processes where
students produce knowledge through the provision of instructor guidance [39]. Such an
approach highlights the importance of active, reflective, and collaborative methodologies
to support quality learning. The four constructs of AI literacy weave these teaching and
learning approaches to leverage AI tools, building the required literacy in the context of
the discipline.

3.1. Foundational AI Knowledge

Foundational AI knowledge builds a baseline awareness and understanding of the
theory and practice of AI. Beginning with practical and everyday applications of AI,
participants will draw on these lived experiences to understand the theoretical notions of an
AI lifecycle, training datasets, learning algorithms, model development, hyperparameters,
evaluation metrics, and AI system deployment. This disciplinary knowledge will be
developed through practice and formative activities using lower-order skills from Bloom’s
taxonomy. This construct integrates relevant curriculum and provides scope for active
learning using AI tools. It provides mechanisms for students to learn content, offers
strategies and self-directed learning skills, and allows learners to reflect on their own
experiences through engagement and self-directed inquiry [41]. Proponents of active
learning advocate that such approaches provide students with skills in discipline-specific
reasoning [42,43]. Other researchers have identified correlations between active learning
strategies and authentic learning [44–46]. Strategies for achieving active learning with
AI require facilitators to construct scaffolds with contextual instructional materials and
sequence tasks with effective feedback.

3.2. Solving Problems Using AI

This construct relates to providing learners with skills in the application, analysis, and
evaluation of knowledge where learners use higher-order skills from Bloom’s taxonomy to
select, transfer, classify, appraise, assess, etc. This would begin with the widely cited skill
for querying Generative AI models, i.e., prompt engineering, with options for extending
into advanced prompting using prompt parameters (such as temperature), API interfaces,
or transfer learning capabilities. The skill to identify a situation that would benefit from an
AI solution, design the blueprint of such a solution, and then compare existing solutions
in terms of the expected capabilities is another learning outcome of this construct. Model
interpretation and explainability, insight generation using AI, options for human-in-the-
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loop AI solutions, and the evaluation of AI-based decision-making methods and metrics
are further skills that participants will acquire through this construct. This construct should
be designed to incorporate active learning processes for students with AI interaction and
engagement. Both interaction and engagement are often interchangeably used in the
literature to discuss learning processes that support effective learning [47]. Engagement is
widely recognised as a key ingredient for student connectivity, satisfaction, and academic
performance [48]. This critical construct is central to building core AI literacy where
students are equipped with essential skills to achieve a broad range of learning outcomes
(analysis, evaluation, and problem solving). The design of activities in this construct
should be scaffolded to provide scope for students to exercise skills in the construction and
validation of disciplinary content. This requires the generation of topics and activities that
incorporate an ‘inquiry framework’ [49] to support quality interaction with AI, resulting in
reflection where ideas can be critiqued to solve problems, resulting in deep learning [50].

3.3. Ethical and Responsible Practice of AI

Aligned with the recent progress in AI regulation, the European Union AI Act [51],
AI Ethics guidelines such as the IEEE Ethically Aligned Design, EU trustworthy AI, and
others [52], this construct examines the purpose, role, and use of AI within socio-technical
environments, focusing on the ethical dimensions of human agency, safety, robustness, pri-
vacy, transparency, fairness, security, safety, and accountability. This construct is concerned
with building skills to reflect, question, and synthesise AI-produced content to generate
efficacy towards the utilisation of AI. Current challenges associated with Generative AI,
such as the use of copyright data for training, intellectual property and ownership, algo-
rithmic bias, AI hallucinations, and factual inaccuracies are integral to building literacy in
the responsible use of AI. The responsible use and referencing of all AI-generated content,
as well as methods and metrics for the detection of such content, should also be part of this
construct. The fundamental principles of the responsible and ethical use of AI are closely
aligned with the values underpinning academic integrity, such as honesty, trust, fairness,
respect, and responsibility. Acknowledging the fast-evolving nature of AI technologies,
this construct should also highlight the importance of lifelong learning to keep abreast with
new developments.

3.4. Entrepreneurship and Innovation with AI

The process of learning across the three constructs previously discussed culminates
in the skills necessary to foster entrepreneurship and innovation. This construct should
impart a critical thinking-and-analytical mindset that maintains an AI-first philosophy,
skills for recruiting and leading AI teams, the fundamentals of intellectual property for
innovation, patents and commercialisation, as well as communication skills that would
enable learners to present AI innovations to diverse audiences. Learners should also be
trained to identify opportunities for authentic applications of AI that are not limited to
mere operational efficiencies or task automation but span across the strategic mindset of
entrepreneurship and innovation. The previous construct on the ethical and responsible
practice of AI will ensure this commercial pursuit of AI does not exploit consumers and
their behaviours or data. Pedagogical approaches can include role-play, case-based, and
simulated active learning experiences of authentic AI practices. This can be extended to
reviews of successful commercial and creative AI start-ups and the underlying high-impact
capabilities and low barriers to the adoption of authentic AI practices.

4. Discussion

Generative AI is leading a paradigm shift in the acceptance and application of AI
across all disciplines and industry sectors. For instance, ChatGPT is the flagship Generative
AI model that has amassed the largest audience in human history, i.e., 100 million active
users in two months [53]. Despite the criticisms of an ‘intelligence without knowledge or
reasoning or the notions of truth’, ChatGPT is highly effective at human-like conversations
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with seemingly sophisticated and useful responses to questions and summarization, classi-
fication, extraction, and generation tasks. In education, Generative AI technologies such as
ChatGPT can be directly leveraged to build knowledge and improve learning. It can be
used as a writing assistant or as a tutor, to brainstorm and draw out ideas, and to recall,
retrieve, and strengthen disciplinary knowledge. It can also be used as a Socratic tutor
for a deeper understanding of constructs and as an analogy generator for elaboration to
promote learning by making connections, expanding on ideas, and applying concepts to
individual experiences. These high-order capabilities contrast with all other technological
developments to date as those technologies were only able to support a human expert (the
educator) in teaching. With Generative AI, we now have an opportunity to leverage its
“generalised intelligence” directly in teaching with minimal supervision from the human
intermediary. The human supervision factor is likely to be less relevant as newer Generative
AI models address the challenges of bias, factual inaccuracies, fallacies, and plagiarism,
commonly known as AI hallucinations or stochastic parroting.

AI presents compelling challenges to the academic integrity of scholarly works and
conventional assessment practices given that every output generated is unique. For exam-
ple, ChatGPT can replicate chunks of text from existing works without correct references to
the source material, and human operators could use ChatGPT for direct text generation
and use its outputs in assessment submissions and research articles. The challenge of
academic integrity lies therein, where prevailing conventional assessment practices built
on the low-order understanding (multiple-choice, simple-programming, and true/false
quizzes) of knowledge and application pose risks to academic integrity as responses can be
easily generated by Generative AI tools and plagiarised in assessment. While there are tools
for detecting AI-generated text, these only provide a likelihood score, which makes them
indeterminate and unreliable. To date, limited effective tools have been employed in higher
education institutions in Australia as privacy concerns related to programs that analyse
and recognise student writing styles present ethical considerations [54]. Furthermore, the
continuous learning and improvement of AI adds to the complexity of detection.

We posit that it is a far more effective approach to invest time in building AI literacies
across disciplines and employing authentic learning strategies that engage students with
AI tools, to support the development of disciplinary foundational knowledge and skills,
and to use AI to solve real-world problems in an ethical and responsible manner. It is
through such a process of learning that entrepreneurship and innovation come to light. The
implementation of AI in curriculum and assessment is paramount to all higher education
disciplines. Active interaction with Generative AI to support the retrieval, evaluation,
production, and utilisation of content necessitates the implementation of new literacy,
specifically in the context of the AI environments.

The significance of implementing the AI literacy module is further brought to the
fore in the context of major gaps in the tertiary education sector, such as those recently
highlighted by the Australian Universities Accord [55]. The report stresses the imperative
for the higher education system to ensure it can meet Australia’s future knowledge and
skill needs. Emphasis is placed on the expansion of wider access and opportunities to
people and on the delivery of new knowledge, innovation, and capabilities to benefit
society and the economy. Pertinently, the creation of new knowledge and equity and the
need for people and industries to have the capacity to absorb new discoveries, including
high levels of skills and knowledge, are required to drive growth. AI is highlighted as a
critical and emerging area where effective learning and teaching practices are required for
best practices in the use of new technologies. AI literacy has an essential role to play in
meeting such goals as it shines a light on the issue of pedagogy, equity, accessibility, and
contribution to the growth of skills. It can support filling the skill gap and augment the
understanding of Generative AI in learning and teaching.

Within the global context, AI literacy can be a powerful enabler in supporting the
progression and achievement of the United Nations’ Sustainable Development Goals
(SDGs). AI literacy can be a driver in equipping future generations with global problem-
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solving skills for sustainable development, including quality education, respectful work,
economic growth, and reduced inequalities. Higher education has a critical role to play
in identifying pathways to address sustainable development challenges. In addressing
SDG 4, i.e., “Inclusive and equitable quality education and lifelong learning opportunities
for all”, an AI literacy module can become an enabler for general literacy, knowledge,
and skill training in developing countries. An AI study companion or personalised tutor
can be trialled in areas with a low supply of suitably qualified teaching professionals; the
learning outcomes and student experience and feedback received from such a trial can
inform the customisation of this universal AI literacy module for diverse demographics
in developing countries. In further exploration of ‘digital/technology poverty’, older
adults and culturally and linguistically diverse communities can also be studied separately
to identify the benefits and value of AI literacy. This universal AI literacy maintains
adaptability to suit such diverse audiences and their literacy levels and information needs.

5. Conclusions

The transformative capabilities of AI, primarily driven by Generative AI, have neces-
sitated a sector-wide rethink of the role of tertiary education institutions in addressing a
critical shortage of knowledge and skills. AI literacy is an effective solution to address this
gap. We adopted an inclusive, human-centred design approach involving multiple stake-
holder groups to identify, rationalise, and formulate the primary constructs of a universal
AI literacy module that provides operational competence of AI to students and staff in a
tertiary education setting. A universal AI literacy module that meets the needs of a diverse
cohort of learners requires effective pedagogical approaches that situate learning in the
context of real-world situations and real-world problem solving. The four primary con-
structs we identified and developed are foundational knowledge of AI, solving problems
using AI, the ethical and responsible practice of AI, and entrepreneurship and innovation
with AI, which we have explicated in terms of central themes, curriculum, and pedagogical
approach. Although we have focused on a tertiary education setting, the generalised,
human-centric disposition of the design of this AI literacy module lends itself to broader
implementation and adoption as a micro-credential for industry professionals, a classroom
subject/project for high school students, and an AI operating licence for the general public.
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