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Abstract: Although commercial smart speakers are becoming increasingly popular, there is still much
potential for investigation into their usability. In this study, we analyzed the usability of commercial
smart speakers by focusing on the learnability of young users who are not yet familiar with voice
user interface (VUI) operation. In the experiment, we conducted a task in which users repeatedly
operated a smart speaker 10 times under four conditions, combining two experimental factors: the
presence or absence of a screen on the smart speaker and the operation method (voice control only or
in conjunction with remote-control operation). The usability of the smart speaker was analyzed in
terms of task-completion time, task-completion rate, number of errors, subjective evaluation, and
retrospective protocol analysis. In particular, we confirmed and compared the learning curves for
each condition in terms of the performance metrics. The experimental results showed that there were
no substantial differences in the learning curves between the presence and absence of a screen. In
addition, the “lack of feedback” and “system response error” were identified as usability problems,
and it was suggested that these problems led to “distrust of the system”.

Keywords: smart speaker; voice user interface; learnability; learning curve; usability; retrospective
protocol analysis

1. Introduction

Commercial smart speakers equipped with AI-based voice assistants (VA), such as
Google Home, Amazon’s Alexa, and the Apple HomePad, have been gaining popularity [1].
Voice interaction is one of the most popular technological fields in consumer electronics
and is expected to become increasingly widespread [2]. One of the main features of
these commercial smart speakers is that they can control related home appliances through
wireless connectivity and are mainly operated by a voice user interface (VUI). A VUI
is an interface in which the user uses their voice to interact with a device, allowing for
natural, conversational operation without using the hands or eyes. Some smart speakers
are equipped with screens, but, in most cases, it is assumed that they can be operated
with little or no graphical user interface (GUI) [3]. Specifically, the VUI is used to search
for information on the Internet, play music in conjunction with a music application, and
operate compatible home appliances (e.g., turn on/off lighting).

However, there are still many usability problems with these VUI operations with
smart speakers and smartphones. First, a VUI is an interface that is controlled by the
user’s voice, but, currently, it is less natural than expected by the user [4–6]. In addition,
typical usability problems associated with VUIs are that the user’s memory burden is large
because there are no visual cues to assist their memory [7], the feedback from the system
is poor [5,8], and speech-recognition errors occur frequently [5]. Therefore, there are still
many usability problems associated with VUIs [9], and there is much potential for further
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study. In addition, many consumers are not accustomed to VUI operation at present, as
physical operation is still mainstream. Improving learnability is also an important issue.

Several studies [10–12] have considered how to improve learnability and reduce the
memory burden in VUIs. However, these studies have focused on solution proposals
and their evaluation, considering aspects other than the learnability of commercial smart
speakers. Since commercial smart speakers are expected to spread rapidly, it is necessary
to examine their usability from the perspective of users who are unfamiliar with VUIs,
considering how they will learn to operate commercial smart speakers. Another advantage
of commercial smart speakers is that they can control other compatible devices. However,
regarding the control of other devices connected wirelessly, not all of them are necessarily
voice-controllable, and it is necessary to use the remote control of the device at the same
time. For example, many companies have released home appliances that are compatible
with Amazon Alexa. Amazon Fire TV is a typical example of such a product, operated in
conjunction with a remote control. This represents a usability issue unique to commercial
smart speakers.

There are many usability problems in VUIs because it is impossible to transfer the
knowledge of GUI design that has been cultivated thus far [13,14]. As described above,
the issues unique to VUIs cannot necessarily be captured by the conventional usability
evaluation framework [14]. In other words, the lack of knowledge and guidelines re-
garding the usability issues unique to VUIs makes it difficult to conduct effective design
development [15–17].

The usability studies on VUIs to date include studies that examine the usability
problems of VUIs and studies that develop usability evaluation indices for VUIs. The
studies that examine the usability issues in VUIs and try to improve them are mostly
focused on the VAs of smartphones or other computers in specific fields, such as the
elderly [18,19], health [20,21], education [22], tourism [23], medication support for the
elderly [24,25], and so on. Although there are some studies targeting general users’ use of
commercial smart speakers and VAs [5,6,8,9,13,26,27], there are few usability evaluation
studies focusing on the learnability of users who are unfamiliar with VUIs and how they
become proficient in operating commercial smart speakers.

In research on usability evaluation indices for VUIs, heuristic evaluation methods [28,29]
and subjective evaluation methods implemented by users [30–32] have been mainly pro-
posed. In particular, studies on question items based on the System Usability Scale (SUS),
commonly used in usability evaluation [31,32], have been conducted for subjective evalua-
tion. However, there needs to be a greater discussion from the perspective of performance
metrics (e.g., task-completion time, task-completion rate, number of errors, etc.) commonly
used in usability evaluation or learnability, which has been mentioned several times.

As we have outlined above, it is clear that there is much potential for further study on
the usability of commercial smart speakers. In this study, we focus on the usability analysis
of commercial smart-speaker operation by young users who are unfamiliar with VUI oper-
ation. In particular, we evaluate the usability of smart speakers from various perspectives
by including evaluations using performance metrics and protocol analysis, which have
not been considered in conventional research. In addition, we examine differences in the
degree of memory burden, which is an issue in VUIs, depending on whether the user has
a screen. Moreover, since it is assumed that commercial smart speakers can be operated
in parallel with the remote control of other devices and VUIs, we examine the differences
between voice operation only and when combined with the remote-control operation.

2. Methods
2.1. Participants

Forty young adults who had never used a smart speaker were recruited. One of
them was excluded from the analysis because it was found after the experiment that the
participant had used a smart speaker before, resulting in 39 participants with valid data
(22 males and 17 females, mean: 20.6 years, SD: 1.4). The participants were verbally asked
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whether they had used a smart speaker before. Because this study targeted young users,
participants in their early 20s were recruited. Written informed consent was obtained from
all participants before the experiment. This study was conducted after obtaining approval
from the Ethics Committee of the Graduate School of Human Life and Ecology, Osaka
Metropolitan University (Application No. 23–48).

2.2. Apparatus

The smart speakers used in the experiment were Amazon Alexa Echo Dot fourth-
generation devices (ver. 2.2.5) for those without screens, and Amazon Alexa Echo Show5
second-generation devices (ver. 2.2.5) for those with screens. The smart LED light bulbs
(+Style PS-LIB-W05, BBSS Corporation, Tokyo, Japan) and the Amazon Fire TV Stick 4Kmax
(Amazon.com, Seattle, WC, USA) were used as compatible products to connect to these
smart speakers wirelessly. The Amazon Fire TV Stick 4Kmax was connected to a 55-inch
display DKS-4K55DG4, DMM.com, Tokyo, Japan). Two video cameras were used to record
the actions and utterances of the smart speaker during the operation task.

2.3. Tasks

In the experiment, we performed a smart speaker operation task. In particular, a
similar task was performed ten times to evaluate unfamiliar users’ learnability. Two types
of operation tasks were conducted: one using only voice control and one using voice control
in conjunction with remote control. Participants were provided with only the tasks and
subtasks to be completed as follows.

The voice-only task was a combination of three subtasks using a smart speaker and a
Switchbot LED light bulb. The three subtasks were as follows.

• Checking the weather: Record the current weather, maximum temperature (in degrees
Celsius), and minimum temperature (in degrees Celsius) in a randomly selected city;

• Operating an LED light bulb: Turn on the light, set it to the specified color and
brightness, and then turn it off;

• Music-app operation: Set a timer, play a song of a specified genre on a specified music
app, and, when the timer expires, play a song of a specified genre on another specified
music app.

For the task, in conjunction with remote-control operation, we used a smart speaker
and a display connected to an Amazon Fire TV. In this task, the participants were instructed
to perform five subtasks. In addition to the smart speaker, the Amazon Fire TV remote
control and display remote control were used for this task. We did not specify how to
use voice and remote control together, leaving this to the participants’ choice. In this case,
either voice- or remote-control operation was allowed. However, the following subtask
(3) was always performed by voice control.

(1) Turn on the TV and open Netflix;
(2) Play the specified movie;
(3) Set a timer for 30 s at the start of playback;
(4) Set the volume to the specified number when the timer sounds;
(5) Return to the Fire TV home screen and turn off the TV.

2.4. Design

In this experiment, two experimental factors were used: (1) the presence of a screen and
(2) the method of operation (two levels: voice operation only or in conjunction with remote-
control operation), and an operation task was performed for four conditions combining
these two factors. All factors were considered between-participant factors, and different
participants were assigned to each condition (Table 1). There were no significant differences
in the age or sex ratio of the participants among the four groups.
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Table 1. Participants in each condition.

Condition n Age

Voice control w/o screen Male = 6, Female = 4 20.9 ± 0.8
Voice control w/ screen Male = 5, Female = 5 21.1 ± 1.8

Remote control w/o screen Male = 5, Female = 4 20.8 ± 1.4
Remote control w/ screen Male = 6, Female = 4 20 ± 1.3

2.5. Procedure

The procedure of the experiment is shown in Figure 1. First, the purpose and content
of the experiment and the ethical considerations were explained, and written informed
consent was obtained. Before performing the task, an operation exercise corresponding
to an Alexa tutorial was conducted. This tutorial is usually conducted at the time of the
first use of the product. The task was then presented on paper, and an overview of the
task and its specifics were given orally. The participants themselves were asked to confirm
that they fully understood the task, and, when they did, they moved on to the experiment.
The order in which the ten tasks were performed was randomized for each participant
and presented one by one on paper. The participants’ operating behaviors were recorded
by a video camera. After the first and tenth tasks, we conducted a subjective evaluation
to estimate the degree to which the participants had built a mental model of the smart
speaker and a subjective evaluation of the usability of the voice operation. Furthermore,
after the first and tenth tasks, we asked the participants to watch the video recordings of
the operations while they described their thoughts during the operations (retrospective
protocol analysis). A five-minute break was provided between sessions.
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tutorial
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1st task and the 10th task only)

Retrospective protocol analysis (After 
the 1st task and the 10th task only)

5 min break

Repeat 10 times

Figure 1. Procedure of the experiment.

2.6. Dependent Variables

(1) Task-completion time

The time taken for the user to complete the operation task was measured. In the voice-
only task, the time was measured from the moment that the participant spoke to the Alexa
to the moment that the second song, in the last task, began to play. In the remote-control
task, the time was measured from the moment of speaking to Alexa or touching the remote
control to the moment that the TV was turned off. If the participant did not fulfill the
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task-completion condition (including give-ups), the task-completion time was considered
invalid and was excluded from the analysis;

(2) Task-completion rate

The task-completion rate was calculated as the percentage of the subtasks required to
complete the presented task. For the voice-only task, the task-completion rate was calcu-
lated based on the ten items required to complete the presented tasks (“record weather”,
“record maximum temperature (Celsius)”, “record minimum temperature (Celsius)”, “turn
on light”, “adjust light brightness”, “adjust light color”, “turn off light”, “set timer”, “play
first song”, and “play second song”).

For the task with remote-control operation, the task-completion rate was calculated as
the percentage of items completed for the eight items required to complete the presented
tasks (“turn on TV”, “Turn on Netflix”, “select movie”, “select season episode”, “set timer”,
“adjust volume”, “return to home screen”, and “turn off TV”);

(3) Number of errors

Based on the definition of error proposed by Tullis et al. [33], the following behaviors
of participants were counted as errors. There were cases in which the Alexa did not respond
or made a response error, even though the participant was speaking correctly. Such errors
on the part of the Alexa were excluded from the evaluation in this study, and only errors
caused by the actions and utterances of the participants were included in the measurement.

1. Taking an action that deviated from (or was unrelated to) the task (e.g., performing
the task in the order of (4) to (3) when the task should have been performed in the
order of (3) to (4));

2. Inputting incorrect data in the entry field (e.g., Alexa states that the maximum tem-
perature is 25 ◦C, but the participant writes 24 ◦C in the entry field);

3. Making incorrect selections on menus, buttons, etc. (e.g., selecting episode 4 when
episode 5 should have been selected);

4. Omitting an action required for a task, or giving up the task and moving to the next
one (e.g., the brightness of the light should be set to 60%. the participant proceeds to
next sub-task despite less than 60%);

5. Missing or incorrect wording when talking to the Alexa (e.g., forgetting to call out “Alexa”).

(4) Score of mental model-building level

We used the scale for the estimation of the level of mental model building for the target
product proposed by Doi et al. [34]. However, since the scale proposed by Doi et al. [34]
was designed for a GUI, we modified some of the phrases to fit the operation of a smart
speaker. This scale asked for responses to 16 questions on a 5-point Likert scale (1: not at
all agree, 2: somewhat disagree, 3: neither agree nor disagree, 4: somewhat agree, and 5:
agree). The total of these scores was used as the score of the mental model-building level;

(5) Subjective evaluation of the usability of voice operation

The Voice Usability Scale (VUS) [32] was applied. This was developed as a voice
version of the System Usability Scale (SUS), a subjective evaluation method for usability.
The VUS consists of 10 questions, similar to the SUS, and the scores are calculated similarly
to the SUS.

2.7. Analysis Method

In one case (7 tasks for one participant), the experiment was interrupted during the
experiment because the Alexa could not be used due to Internet connection problems. This
part was analyzed as a missing value.

Since the utterances and actions of participants and the responses of the Alexa differed
depending on the operation method (voice operation only or in conjunction with remote
control), a two-way analysis of variance (ANOVA) (presence of screen × number of tasks)
was conducted for each operation method for the task-completion time, task-completion
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rate, and number of errors. Each of the ten tasks was treated as ten levels for the task-
completion time and completion rate. The number of errors was divided into the first, the
beginning (average of 2~4 times), the middle (average of 5~7 times), and the end (average
of 8~10 times) and treated as four levels. A three-way ANOVA (presence of screen ×
operation method × timing of evaluation) was conducted for the subjective evaluation
of the mental model-building level and the voice control’s usability. In these analyses of
variance, Tukey–Kramer multiple comparisons were performed as a post hoc test, and a
simple main-effect test was performed if the first-order interaction was significant. No
second-order interactions were found in this experiment.

In the protocol analysis, two experts extracted problems related to the operation of the
smart speaker from the obtained utterances. The first and tenth problems were identified
for each of the four conditions. The importance of the extracted problems was examined in
terms of the impact and frequency of each extracted problem. The impact and frequency
were classified into three levels by the two experts, according to Tullis [34], as shown in
Table 2 below.

Table 2. Definition of level of impact and frequency of usability problems.

Impact

High Problems that prevent the completion of the task once encountered and directly lead
to task failure

Medium Problems that contribute to task failure but do not directly interfere with it

Low Problems that do not contribute to task failure but annoy or frustrate the
experimental participants

Frequency

High Problems that most users are likely to face even outside of the tasks in this study

Medium Problems specific to the tasks in this study or problems that some users may face
outside of the tasks in this study

Low Problems that rarely occur in the tasks in this study

3. Results
3.1. Task-Completion Time

The average task-completion times for the voice-only task and the task with the
remote control are shown in Figures 2 and 3 below. The two-way ANOVA for the voice-
only condition showed that only the main effect of the number of tasks was significant
(F(9, 162) = 21.488, p < 0.01), and there was no interaction effect. The Tukey–Kramer
multiple comparisons revealed significant differences in task-completion time between the
first and each time (p < 0.01), between the second and the fourth to tenth times (p < 0.01),
and between the third and the tenth times (p < 0.05).

The two-way ANOVA in the condition with remote-control operation showed that the
main effect of the number of tasks (F(9, 135) = 11.102, p < 0.01) and the interaction between
the presence of a screen and the number of tasks (F(9, 135) = 2.279, p < 0.01) were significant.
Since there was an interaction, a simple main-effect test was conducted, which confirmed
the significant difference in the presence or absence of a screen in the first session (F (1, 100)
= 16.294, p < 0.01). This indicates that the smart speaker with a screen allowed the task to be
completed faster than the smart speaker without a screen, in terms of the task-completion
time for the task with remote-control operation for the first time. Regarding the number
of tasks, significant differences were found in both conditions (without screen: F(9, 135)
= 11.816, p < 0.01; with screen: F(9, 135) = 2.135, p < 0.05). The Tukey–Kramer multiple
comparisons showed significant differences in task-completion time between the first and
second (p < 0.01) and second and third (p < 0.01) trials in the no-screen condition. On the
other hand, in the condition with the screen, significant differences were observed between
the first trial and the fourth and sixth trials (p < 0.05) and between the first trial and the
seventh and tenth trials (p < 0.01).
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3.2. Task-Completion Rate

The task-completion rates for the voice-only task and the task with the remote control
are shown in Figures 4 and 5 below. The two-way ANOVA for the voice-only condition
showed that only the main effect of task frequency was significant (F(9, 162) = 2.806,
p < 0.01), with no interaction effect. The task-completion rates were significantly different
between the first trial and third to fifth trials (p < 0.05) and between the first trial and sixth
to tenth trials (p < 0.01).

The task-completion rate was higher in both conditions when remote-control operation
was used, and an analysis of variance could not be performed because there were several
conditions with the same mean and variance.
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Figure 5. Mean task-completion rate of each task in remote-control condition.

3.3. Number of Errors

Figures 6 and 7 below show the average number of errors in the voice-only and remote-
control tasks, respectively. The two-way ANOVA for the voice-only condition showed that
only the main effect of timing was significant (F(3, 54) = 16.303, p < 0.01), and there was
no interaction effect. The Tukey–Kramer multiple comparisons showed a significant error
difference between the first and each subsequent trial (p < 0.01).
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The results of the two-way ANOVA in the condition with remote-control operation
showed that only the main effect of timing was significant (F(3, 45) = 12.143, p < 0.01), and
there was no interaction effect. The Tukey–Kramer multiple comparisons confirmed the
significant error difference between the first and each subsequent trial (p < 0.01).

3.4. Subjective Ratings

The mean scores for the mental model-building level are shown in Figure 8 below.
A three-way ANOVA of the scores of the mental model-building level showed that only
the main effect of timing was significant (F(2, 68) = 34.327, p < 0.01), and there was no
interaction effect. The Tukey–Kramer multiple comparisons confirmed the significant
differences among all timing values (p < 0.01).
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Figure 8. Mean score of mental model-building level for each condition.

The mean scores for the VUS are shown in Figure 9. A three-way ANOVA of the VUS
scores showed no significant differences in the main effect of timing and no interaction effect.
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3.5. Protocol Analysis

Table 3 shows the problems extracted from the utterances after the first and tenth
operations in the voice-only task and the task with remote-control operation, as well as
examples of these utterances. In the case of voice control only, problems such as a “lack
of feedback”, “multitasking”, and “system response error” were found in the first task in
both conditions, and “distrust of the system”, a “lack of feedback”, and “multitasking”
were found in the tenth task. In the no-screen condition, a “failure to remember the flow of
conversation” was observed, indicating that the lack of visual cues increased the burden of
remembering the conversation.

Table 3. Typical usability problems extracted from protocol analysis.

Operation Method Screen 1st Task 10th Task

Voice control only

Without

Impact: Medium × Frequency: High

• Lack of feedback;
• Inability to multitask;
• System response errors.

Impact: Low × Frequency: High

• Confusion about the wording of
instructions to the system;

• Inability to hear the system’s
response;

• Timing of breaks in speech
(interrupted);

• Wake words required.

Impact: Medium × Frequency: High

• Distrust of the system;
• Lack of feedback;
• Inability to multitask.

Impact: Low × Frequency: High

• Confusion with system wording;
• Timing of breaks in speech;
• Failure to remember the flow of

conversation;
• System recognition accuracy;
• Mistakes due to omission of

directive wording.

With

Impact: Medium × Frequency: High

• Lack of feedback;
• Mistrust of the system;
• System response errors.

Impact: Low × Frequency: High

• Confusion about the wording of
instructions to the system;

• Inability to hear the system’s
response;

• Timing of breaks in speech (being
interrupted);

• Wake words required.

Impact: Medium × Frequency: High

• Distrust of the system;
• Lack of feedback;
• System response errors;
• Inability to multitask.

Impact: Low × Frequency: High

• Confusion with system wording;
• Timing of breaks in speech;
• System recognition accuracy;
• Mistakes due to omission of

directive wording.
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Table 3. Cont.

Operation Method Screen 1st Task 10th Task

In conjunction with remote
control

Without

Impact: Medium × Frequency: High

• Distrust of the system;
• System response errors.

Impact: Low × Frequency: High

• System recognition accuracy;
• Confusion about the wording of

instructions to the system.

Impact: Medium × Frequency: High

• Distrust of the system;
• System response errors.

Impact: Low × Frequency: High

• System recognition accuracy;
• Mistakes due to omission of

instruction wording.

With

Impact: Medium × Frequency: High

• Distrust of the system;
• System response errors.

Impact: Low × Frequency: High

• Functional limitations of the
system (did not have the
functionality expected);

• System recognition accuracy;
• Confusion about the wording of

instructions to the system.

Impact: Medium × Frequency: High

• Distrust of the system.

Impact: Low × Frequency: High

• Functional limitations of the
system;

• System recognition accuracy.

When the remote-control operation was incorporated, the problems of “distrust of the
system” and “system response error” were observed in both the first and tenth utterances in
the condition without the screen. In the condition with the screen, “distrust of the system”
was mentioned in both the first and tenth utterances, as well as in the condition without
the screen. In this task, there was no difference in problems with or without a screen.

4. Discussion
4.1. Learning Curve of Performance Metrics

First, the task-completion time is discussed. Since there was no significant difference
in the task-completion time with and without the screen in the case of the voice-control
task (Figure 2), it was considered that there was no difference in the task-completion time
with and without the screen, regardless of the number of trials of the task. In addition,
there was no significant difference in task-completion time between the second and third
trials, suggesting that the participants became proficient from the second trial onwards
in the case of the voice-only task. When the remote-control operation was incorporated,
the task-completion time was significantly shorter in the condition with the screen for the
first number of tasks (Figure 3). This may have been because the experiment participants
frequently used voice control in the no-screen condition and remote control in the with-
screen condition. However, it was not clear from the scope of this experiment whether
the characteristics of the smart speaker with a screen induced remote-control operation
or whether participants who preferred remote-control operation were assigned to this
condition by chance. In the condition without a screen, no significant difference was found
after the third session, suggesting that there may have been convergence from the third
session. Since no significant differences were found in the condition with the screen, it can
be said that the task-completion time did not change significantly from the first time. In
other words, in the screen condition, the participants may have become accustomed to and
proficient in the operation method at an early stage. However, as mentioned above, it was
not possible to determine whether the product element of the screen contributed to this
or whether the actions of the participants who used the remote control more frequently
contributed to this.

Next, we consider the task-completion rate. In the case of voice operation only, no
significant difference was observed in the cases with and without the screen (Figure 4),
suggesting no difference in the task-completion rate regardless of the number of times that
the task was performed. Regarding the task-completion time, both conditions converged
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from the second session. However, the task-completion rate did not reach 100% at the 10th
task. This may have been because the participants in the experiment did not recognize the
brightness of the lights or the genre of the music, and they were unable to judge whether
the task had been accomplished correctly. In other words, the lack of feedback to the
experimental participants may have affected the task-completion rate. In fact, a “lack of
feedback” was also identified as a problem in the protocol analysis (Table 3). When remote-
control operation was used, Figure 5 indicates that there was no difference in the presence
and absence of a screen, regardless of the number of tasks, nor was there a difference in
the number of tasks performed. In both cases, the task-completion rate was high from the
first time. This may have been because the participants were able to use a familiar remote
control as well as voice control, and also because much information was presented on the
Fire TV connected to the smart speaker.

In the case of voice operation only, the number of errors decreased with the number of
trials (Figure 6), indicating that the number of errors decreased as the participants became
more proficient. The reason that errors still occurred at the end of the training was that, as
already mentioned, there was not enough feedback from the system, and the participants
themselves did not recognize the brightness of the lights or the genre of the music. Even
when remote-control operation was incorporated, the number of errors decreased as the
number of trials increased (Figure 7), indicating that the number of errors decreased as the
participants became more proficient. Although a few errors still occurred, these were not
caused by the operation of the smart speaker but mainly by pressing the incorrect button
on the remote control. When remote-control operation is used in combination with voice
control, errors are less likely to occur if there is clear feedback from the corresponding
device (in this case, the TV). In particular, in this experiment, the participants tended to
place more importance on the remote-control operation as the number of trials increased,
and errors related to the remote control were measured in the final phase of the experiment.
Based on the results of the protocol analysis (Table 3), the problem of distrust of the system
was newly observed at the end of the experiment, and this may have been due to the fact
that the participants’ distrust of the system increased as they performed more operations
and relied on the remote-control operation more frequently.

Overall, the performance metrics indicate that, in all conditions, the performance
was notably poor on the first task, but it converged in the second and third tasks soon
afterward. Within the range of this experiment, the learning converged in this area. In other
words, neither condition caused a significant difference in the learning curves. First, in the
voice-only condition, there was no difference in any of the indicators according to whether
the screen was present. The task-completion rate and the number of errors, indicators of
effectiveness and accuracy in terms of usability, converged after the second trial, and this
convergence tended to be faster than for the task-completion time, an efficiency indicator.
This was also true for the condition in which remote-control operation was used. In the
condition with remote-control operation, there was a difference in the time required to
complete the task for the first time with and without the screen, but the reason for this could
not be verified within the scope of this experiment. Thus, in this study, the learning curve
depicting the improvement and convergence of the performance indices with experience, as
shown by Cook et al. [35], was mirrored in the smart-speaker operation task. In particular,
the learning curve in this study showed that the performance converged relatively early
after the first operation, suggesting that overcoming the first operation may be important
for learning the skill of smart-speaker operation.

4.2. Subjective Ratings of the Smart Speaker

First, regarding the mental model-building score, the scores increased from the pre-
experiment to the first experiment and from the first experiment to the tenth experiment
(Figure 8), suggesting that the mental model building progressed as the participants under-
stood the performance of the smart speaker over several experiments. However, there were
no significant differences among the experimental conditions, suggesting that differences
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in the presence or absence of a screen and the method of operation did not significantly
impact the construction of mental models of the smart speakers.

Next, no significant differences were found in the VUS scores before and after op-
eration or between the different experimental conditions. The results of the protocol
analysis, shown in Table 3, indicate that, in many conditions, the problems observed in
the first session were still present in the tenth session, and their importance was high.
Muhammad et al. [36] conducted a usability evaluation using the SUS on elderly experi-
enced VUI users and found that the average score of the SUS (68 points) [37] was higher
than that of the SUS in the first condition and that the usability score of the SUS was
higher in the tenth condition. Similarly, in this experiment, the average score was less
than 68 points in all conditions, which is considered to be a reasonable evaluation value
regarding the subjective usability of the smart speaker. Within the range of this experiment,
this score was not expected to change throughout ten repetitive operations.

4.3. Usability Problems Identified from Protocol Analysis

Next, we discuss the problems of the smart speaker extracted from the protocol analy-
sis. First, the problems related to “confusion about the system wording” and “confusion
about how to use the system”, which were observed when the system was used for the
first time, were not present in the utterances obtained after the tenth experiment, with the
exception of one condition. These are, therefore, considered to be problems that disappear
with habituation. However, after the tenth experiment, new problems related to the “feeling
of unnecessary words”, “system recognition accuracy”, and the “omission of words” were
identified. These problems appeared after the user had mastered the system to some extent.

By comparing tasks with and without a screen, we observed that, in the task with
voice operation only, there was a problem associated with different default temperatures
(Celsius and Fahrenheit) between models with and without a screen, and errors caused by
this were observed. However, aside from this, no clear differences were observed. This
suggests that the built-in screens were not fully utilized to improve usability.

In addition, when focusing on differences between tasks, problems related to a “lack
of feedback” and an “inability to multitask” were identified in the voice-only task. On
the other hand, the task with remote-control operation raised problems related to “how
to operate the remote control” and “limitations of the system’s functions”. The typical
problems observed in the voice-only task are important problems of VUIs that have been
pointed out in many previous studies, and they have a large impact on the user’s impression
of the system. However, these VUI-specific usability problems may be reduced when
devices with other screens are operated in combination with remote-control operation.

In all conditions, “distrust of the system” was raised as a problem. This may have been
caused by problems related to the “system response error”, “system recognition accuracy”,
and “lack of feedback” in the operation task. In the case of the task with remote-control
operation, these factors may have caused the experimental participants to rely on the
remote control.

The usability problems of VUIs identified in this study, such as a “lack of feedback”,
“not remembering the flow of conversation”, and “wake words required”, were also pointed
out by Murad et al. [13]. The problem of an “inability to multitask” was also pointed out by
Zhou et al. [38]. Thus, the usability problems revealed in this experiment are the same as
those observed in previous studies. In terms of learnability, the “timing of breaks in speech”
problem, where the system begins to respond during the user’s speech, was identified in
the voice-only task. The user recognized this problem after the first operation, and, at the
10th operation, the user’s speech indicated that this point needed attention. This problem
remained even after the user had mastered the operation. However, user consideration can
improve accuracy, since this problem continued to cause errors even after repeating the
operation ten times.



Appl. Syst. Innov. 2024, 7, 36 14 of 17

4.4. Design Implications

This study showed that the learning curve did not change significantly across the
four conditions of smart-speaker operation. Even when convergence was achieved, the
subjective evaluation scores were low, and the usability problems specific to VUIs were
identified. We expect to improve the usability of smart speakers by focusing on the usability
problems presented in this study and developing the design. In particular, usability
problems related to the “system response error”, “system recognition accuracy”, and “lack
of feedback”, which are considered to be involved in the aforementioned “distrust of the
system”, are considered important. In addition, problems such as “not remembering the
flow of conversation”, “wake word is required”, “inability to multitask”, and “timing of
breaks in speech” have been identified as characteristic problems of VUIs as in previous
studies, and improvement of these problems should be considered as well.

4.5. Limitations

Although the task-completion time was significantly shorter in the condition with the
screen for the first number of tasks, we could not determine the cause of this difference
within the scope of this study. Further studies should specify whether the product element
of the screen contributed to this or whether the actions of the participants who used the
remote control more frequently contributed to this.

This study was conducted on a small sample of people in their early 20s. There
were no significant differences in the participants’ demographics among the four groups.
However, all were Japanese in their early 20s, a demographic that was skewed from the
overall population of smart-speaker users. There is room for future research on participants
with diverse attributes (age, culture, etc.). In addition, the total number of participants in
the experiment was 39, which is not a sufficient sample size. In particular, the power of
the test in the condition in which no significant differences were detected is considered to
be insufficient. Verification in larger-scale experiments will be an issue in the future. In
addition, although this study used typical usability testing metrics, it would be possible
to consider a more elaborate analysis by considering, for example, the perspective of user
attitudes toward new technologies, such as the Technology Acceptance Model (TAM).
Evaluation from other perspectives should be considered in the future.

The display connected to the Amazon Fire TV used in this study did not support voice
recognition, but some models do. This difference in functionality may have influenced the
user’s choice of operation (voice or remote control). Although the experimental environ-
ment was prepared uniformly in the laboratory, it should be noted that the actual usage
situation depends on each user’s home environment.

This experiment focused on learning characteristics in a very short period (10 consecu-
tive operations). However, in order to reflect actual use, it is necessary to consider the case
of longer periods of use and intervals between operations. When using smart speakers for a
long period in an environment that is familiar, it is possible that the user will identify better
ways to use them or that their impression of the smart speaker will change. Considering
these points, as this study was only a short-term laboratory experiment, further studies
based on actual usage conditions are required. For example, Islam and Chaudhry [18]
interviewed users who use smart speakers daily. Combining a survey of daily usage or a
retrospective survey of past experiences may provide more long-term insights.

5. Conclusions

This study aimed to analyze the usability of smart speakers from the perspective of
inexperienced users and the ways in which they learn. We conducted a task in which
participants repeatedly operated the smart speaker ten times under four conditions, com-
bining two factors: the presence or absence of a screen on the smart speaker (two levels)
and the operation method (voice operation only and in conjunction with remote-control
operation). The usability of the smart speaker was analyzed in terms of performance
metrics (task-completion time, task-completion rate, and number of errors), subjective
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evaluation (mental model-building levels, and VUS), and retrospective protocol analysis.
In particular, we confirmed and compared the learning curves for each condition in terms
of the performance metrics. As a result, the following findings were obtained.

• In terms of the performance metrics, there was no difference in performance with or
without a screen in the voice-only operation condition, and the performance converged
after approximately the second or third session in each condition. In the condition with
remote-control operation, the task-completion time was faster in the condition with a
screen, in which the participants used the remote-control operation more frequently,
but only in the first operation. These results suggest that the learning characteristics
did not differ significantly according to the presence or absence of a screen or the
operation method. However, the use of the remote control, which the participants
were more familiar with than the VUI, led to faster operation;

• The results of the subjective evaluation needed to be sufficiently high, but no change
was observed in the degree of the subjective usability evaluation. However, it was
suggested that the score of the mental model-building level increased with repeated
operation. This suggests that the degree of satisfaction with the system’s usability
remained the same even if the participants became proficient in operating the system
after a short period of operation;

• The protocol analysis suggested that many usability problems, such as a “lack of
feedback” and “system response errors”, lead to “distrust of the system”.
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