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Abstract: Notes on fits of analytic estimations, 2D finite element method (FEM), and 3D FEM
simulations to measurements of the cathodoluminescence (CL) and to the degree of polarization
(DOP) of the CL from the top surface of a (100) GaAs substrate with a 6.22 µm wide SiN stripe are
presented. Three interesting features are found in the DOP of CL data. Presumably these features
are noticeable owing to the spatial resolution of the CL measurement system. Comparisons of both
strain and spatial resolutions obtained by CL and photoluminescence (PL) systems are presented.
The width of the central feature in the measured DOP is less than the width of the SiN, as measured
from the CL. This suggests horizontal cracks or de-laminations into each side of the SiN of about
0.7 µm. In addition, it appears that deformed regions of widths of ≈1.5 µm and adjacent to the SiN
must exist to explain some of the features.
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1. Introduction

Waveguides in III-V materials, which include multi-mode interference (MMI) struc-
tures and lasers, might be designed with small refractive index differences, which makes
the performance of these waveguide structures sensitive to the effects of a spatially varying
strain [1–5]. The refractive index of a material, through the photo-elastic effect, is a function
of strain in the material [6] (pp. 241–252).

For GaAs, and in a facet coordinate system where ‘3’ is the growth direction, ‘2’ is
a normal to a cleaved facet, and ‘1’ is in the plane of the facet, changes in the refractive
indices ∆n1, ∆n2, and ∆n3 owing to strains e1, e2, and e3 are given by [7]∆n1

∆n2
∆n3

 = −n3
o

2

p′11 p′12 p12
p′12 p′11 p12
p12 p12 p11

e1
e2
e3

 (1)

with

p′11 = (2 p11 + 2 p12 + 4 p44)/4 = −0.224 (2)

p′12 = (2 p11 + 2 p12 − 4 p44)/4 = −0.080 . (3)

At λ = 1.15 µm, p11 = −0.165; p12 = −0.140; p44 = −0.072 are elasto-optical
coefficients for GaAs in a crystal coordinate system, and no = 3.43 is the refractive index of
the unstressed GaAs crystal [8–11]. The elasto-optical coefficients and refractive index are
functions of wavelength, with the wavelength dependence being more pronounced near
the band-gap, as expected from the Kramers–Kronig relations [12] (pp. 363–364).

The pij are the elasto-optical coefficients in a matrix form, and relate strain to changes
in the relative dielectric impermeability tensor B, from which changes in the refractive
index can be deduced. The piezo-optical coefficients, πij in a matrix form, relate changes
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in B to the applied stress. Both the piezo-optical and elasto-optical coefficients are fourth
rank tensors, similar to the compliance and stiffness tensors that relate stress and strain.
One can work with the pij and strain, or the πij and stress, or one can use the compliance
or stiffness to relate pij to πij [6] (p. 244).

For light travelling along the ‘2’ direction, two orthogonal polarizations are along the
‘1’ and ‘3’ directions. By convention, one of these polarizations would be designated as the
TE polarization and the other would be designated the TM polarization.

For simplicity, shear strains have been set equal to zero in the matrices of Equation (1).
Shear strain causes a rotation of the principal axes of the indicatrix and thus leads to rotation
of the plane of polarization of light for linearly polarized light propagating in regions of
shear strain [7]. Soldering a chip to a carrier, i.e., die attach, causes shear strain near the
edges of the chip; see Figure 1 of Ref. [7]. Laser emitters in regions of appreciable shear
have been shown to emit less power than emitters in the center of the chip, where the
shear strain is zero or small [13–18]. This reduction in power for emitters in regions of
appreciable shear strain can be explained by birefringence owing to the presence of shear
strain [7,17–19].

Given n3
o/2 ≈ 20 for GaAs and an uniaxial strain e1, ∆n1 ≈ 4 e1. Thus, the strain-

induced change in refractive index is of the order of the magnitude of the strain. Changes
in strain near waveguides must be kept significantly below the refractive index difference
that creates the waveguide, or the waveguide must be designed to use the refractive index
difference caused by the strain.

Most devices include dielectric and metal overlayers, and these overlayers introduce
strain [1]. Strain, particularly shear strain, which is a measure of tilting of the lattice
planes [6] (p. 102), might also affect the operational lifetime of a device [20]. Unfortunately,
strain from overlayers is not always easy to predict or control, as the overlayers might
not be conformal or stochiometric over features such as layers, ridges, or trenches that
create devices.

Thus, it is useful for understanding the operation of III-V optical devices to have
methods to provide estimates of strain fields with spatial resolution that is commensurate
with the scale of the features that define the optical device. One method to estimate
strain in III-V devices and materials is through measurement and analysis of the degree of
polarization (DOP) of luminescence from the devices and materials.

The DOP of photoluminescence (PL) is a sensitive function of the strain and is a
relatively straightforward quantity to measure [21–23]. We measure the DOP of lumines-
cence as (P1 − P2)/(P1 + P2), where P1 and P2 are the detected powers in two orthogonal
polarizations for luminescence that is emitted perpendicular to the surface of the lumines-
cent material. We also measure the rotated degree of polarization (ROP) of luminescence
as (P3 − P4)/(P3 + P4), where P3 and P4 are obtained by a 45 deg rotation of the P1-P2
measurement system about the normal to the surface [24].

This paper is concerned with measurement of the DOP of cathodoluminescence
(CL) [25,26] from the (100) surface of a GaAs substrate that has a 6.22 µm SiN stripe on the
(100) surface. The SiN stripe deforms the GaAs and gives rise to a strain-dependent DOP
of luminescence from the GaAs, which can be measured and analyzed.

Most previous work has been analysis of the DOP of PL or electroluminescence [13,17,27–34].
CL offers better spatial resolution than PL. Three features of interest, labelled as ‘a’, ‘b’, and
‘c’, are identified in the measurements of the DOP of the CL from the (100) surface of the
SiN/GaAs sample. Simulations, both analytic and finite element method (FEM), are fit to
the DOP measurements and are used to explain the observed features. Where possible,
comparisons of CL results with results typical of a PL system are given.

1.1. DOP Strain Dependence

For GaAs or InP, and for a standard measurement of the degree of polarization of
luminescence (DOP) from the top surface (i.e., from a {100} surface, with measurement
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axes oriented along ⟨01̄1⟩ and ⟨01̄1̄⟩ directions and for the luminescence propagating along
the normal to the surface),

DOP100 = −|Ke| (e1 − e2) =
P1 − P2

P1 + P2
(4)

and
ROP100 = |Ke| (2 e6) =

P3 − P4

P3 + P4
, (5)

which are the same expressions for the DOP and rotated degree of polarization (ROP) as
for an isotropic medium [35]. The normal to the surface or growth direction is taken as a
⟨100⟩ or ‘3’ direction or ẑ direction, the normal to the cleaved facet is taken as a ⟨01̄1̄⟩ or v̂
or ‘2’ direction, and the remaining direction is taken as the ‘1’ or ĥ direction (i.e., a ⟨01̄1⟩
direction). The long axis of the SiN stripe runs along the v̂ direction and is perpendicular
to the major flat of the wafer. The 100 subscript on DOP100 and on ROP100 identifies the
normal of the surface under study and the direction of propagation of the luminescence
under analysis. Ke is a calibration constant and is expected to have a value of 58 [35]
(Equation (26)). The strain dependencies of the DOP and of the ROP are based on Bahder’s
analytic expressions for the band dispersions of strained zinc-blended crystals [36–38].

e1, e2, and e3 are the principal components of strain in a Voigt or matrix notation, and
in general are functions of position. e6 is a tensor shear strain in a Voigt notation, and also
in general, a function of position. The tensor components are written in a Voigt notation
to reduce the number of subscripts. From Equations (4) and (5), the ROP of luminescence
propagating along a ⟨100⟩ direction and from a small volume located at (h, v, z) is propor-
tional to the shear strain at (h, v, z), and the DOP of luminescence propagating along a
⟨100⟩ direction and from a volume element at (h, v, z) is proportional to the difference of
the principal strains at (h, v, z).

1.2. Preview

Section 2 provides information on the production of the SiN films and on the CL
measurements. The three features of interest in the DOP data, features ‘a’, ‘b’, and ‘c’,
are identified in this section. Production of CL is slightly different than the production of
luminescence by photo-pumping (i.e., by photoluminescence (PL)). As a result, subsections
on electron range and power deposition in the pumping process are presented for CL and
are compared to PL.

The width of the SiN stripe as determined by fits of error functions to the CL yield
is presented in Section 3. The fits provide a precise value for the width of the SiN stripe.
Interestingly, fits of simulations to the DOP data give a width that is ≈1.4 µm less than the
6.22 µm width as determined from fits of error functions to the CL yield. In addition to
fits to the CL yield, the minimum detectable changes in DOP and the spatial resolution for
the CL measurements are given and compared to corresponding values obtained by a PL
measurement system. The effect of the spatial resolution of the measurement system on the
simulations and on the ability to see the three features of interest is presented.

Section 4 provides background on an inclined edge-force model for strain caused
by the SiN film. Fits of DOP predictions from the inclined edge-force model to the DOP
data are presented. The inclined force model is an analytic model, and as such, results are
obtained quickly. Results from the inclined edge-force model are used to explain the ‘a’,
‘b’, and ‘c’ features in the DOP data and are used to provide initial guesses for fits of FEM
simulations to the data, which are given in the following sections.

Section 5 provides information on fits of 2D FEM simulations of the DOP to the
data. Section 6 presents fits of 3D FEM simulations to the DOP data. Three-dimensional
FEM simulations are time-consuming and knowledge obtained from the analytic and 2D
FEM simulations is used to guide the 3D FEM investigations. The FEM simulations yield
estimates of the DOP that have a slightly different shape than for the inclined edge-force



Optics 2024, 5 14

estimates of the DOP. To obtain good fits of the FEM simulations to the DOP data, quadratic
terms in h were used in the FEM simulations.

Appendix A outlines a method to obtain initial estimates for fits of FEM simulations
to the measured DOP data. The method uses the plane strain nature of the problem to
approximate the horizontal displacement as a numerical integral of the measured DOP.
Regions with different strains can be identified from a plot of the integral as a function
of horizontal index h, and the relative slopes of the regions provide initial values for
boundary conditions.

Section 7 provides a conclusion.

2. Sample and Measurement Technique
2.1. SiN Films

A compressive 290 nm thick SiN layer was deposited on 2-inch (100) GaAs substrates
by a standard plasma-enhanced chemical vapor deposition (PECVD) technique using
high-purity SiH4, N2, and He as precursors.

After deposition, a stress of −220 MPa was measured at the wafer level through
measurement of the change in wafer bow [39,40]. Thickness and refractive index of the film
were measured by spectroscopic ellipsometry. A refractive index at 632 nm of 2.108 was
measured. This slightly high index value is in line with a Si-rich film, consistent with the
lower N2 flow rate used to set the compressive stress.

Wafers were then processed with standard UV contact lithography to define stripes of
various widths ranging from 6 to 7 µm with steps of 0.2 µm every four stripes. The distance
between stripes is 250 µm, so that each stripe can be considered as isolated from neighbors.
The stripes were then transferred in the SiN film by reactive ion etching. SiN etching was
monitored in situ with the help of a conventional end-point detection (EPD) system. An
over-etch time of 20% was applied to assist for the on-wafer uniformity. Removal of the
photoresist was performed with soft solvents and O2 plasmas in order to prevent any SiN
or GaAs additional etching. The overall process bias is estimated to be 0.0 to −0.2 µm.

Bars of 3 mm width in the ⟨01̄1̄⟩ or v̂ direction and of 368 µm thickness in the (100)
or ẑ direction were cleaved for scanning electron microscope (SEM) and CL analysis. The
backside of the wafer was left unpolished.

2.2. CL Measurements

The CL measurement system, which is an Attotlight Allalin spectroscopy platform,
is described in Ref. [41]. In the work reported here, the beam energy Eo was increased to
8 keV from 5 keV and the surface under measurement was the top surface (i.e., a (100)
surface) rather than a facet. In addition, a wider stripe was examined.

Kammachi et al. performed CL measurements on a SiO2 film on Si and used an
accelerating voltage of 3 kV, a beam current of 140 pA, and a measurement time of 5 s [42].
These authors reported that their CL analysis of the film was destructive in that some
damage accumulated in the film with electron beam irradiation. They found that Si nano-
crystals were formed and recommended use of the shortest possible measurement times.

The dwell time for a single measurement T with the Attolight CL measurement
system was T = 10 µs, which is significantly less than the 5 s measurement time used by
Kammachi et al. [42]. There are also significant differences between the samples. Kammachi
et al. made measurements of an 820 nm thick SiO2 film on a 4 µm thick Si substrate with an
irradiation power of 3 kV × 140 pA/(π 7.396 × 10−11) ≈ 1.8 kW/cm2 assuming a beam
diameter of 0.172 µm. Power densities and irradiances for the CL measurements of this
paper and for a typical PL system are estimated in Section 2.4.

Differences exist between CL and PL. For example, electrons in an energetic beam
have a finite penetration depth or range that is characteristic of the beam energy and the
material in which the beam travels. This finite range is different from the exponential
absorption of light by a material and is discussed in the next subsection.
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2.3. Electron Range

From Nasr et al. [43], who follow Everhart and Hoff [44], the electron range Rκ in a
material, where ρ is the density of the material in g/cm3 and Eo is the incident beam energy
in keV, is

Rκ =
52
ρ

E1.75
o nm. (6)

For a beam energy of 8 keV and GaAs, Eo = 8, ρ = 5.32, and an electron range of
Rκ = 370 nm is expected.

The energy dissipation function of Everhart and Hoff [44], but from Nasr et al. [43], as
a function of distance z below the surface is

f (z|Rκ) =
1

Rκ

(
0.60 + 6.21

(
z

Rκ

)
− 12.40

(
z

Rκ

)2
+ 5.69

(
z

Rκ

)3
)

(7)

if 0 ≤ z ≤ 1.1 Rκ and zero otherwise. f (z|Rκ) gives the fraction of beam energy that is
deposited between z and z + dz given Rκ . From Equation (7), f (0) = 0.60/Rκ , f (z|Rκ) has
a maximum value of 1.50/Rκ at z = 0.32 Rκ , f (1.1|Rκ) = 0.000, and

∫ ∞
0 f (z|Rκ)dz = 1.

Nasr et al. [43] claim good agreement between calculations using the expressions of
Everhart and Hoff [44] and experimental spectra for AlxGa1-xN structures. Nasr et al. [43]
considered minority carrier diffusion length, surface recombination velocity, reabsorption
of light, and the excess minority carrier distribution but did not include electric fields and
only included radiative recombination from z > Rκ .

Bonard et al. [45] reported that Equations (6) and (7) overestimate the penetration
depth of electrons into material and overestimate the values near z = 0. Bonard et al. used
angle-lapped AlAs/GaAs/AlAs MQWs embedded in Al0.4Ga0.6As buffers to measure the
CL from the MQWs at different depths z. They found a good fit to their data for a function
of the form

f (z) =
(z + zo)2

Z
exp

(
− z

Λ

)
(8)

with Λ = 0.03 + 0.0015 E1.68
o , zo = 0.002 exp(Eo/12.6), and Z a normalization factor. The

depth z is taken from the top of the angle-lapped AlGaAs surface where the electron beam
hits the sample to the center of the MQW stack.

Fits of inclined edge-force predictions of the DOP, which are presented in Section 4,
show that strains near the surface do not contribute strongly to the fit, in agreement
with [45] that little light is generated near the surface.

To account for self-absorption near the band edge, we multiply Equation (8) by
exp(−α z), since in our experiments, the CL is produced in GaAs and must travel through
the GaAs to be detected. For emission near the band edge of GaAs, it is expected that α is
of the order of 1 µm−1.

Figure 1 plots the functions of Everhart and Hoff (black) with ρ = 4.68 g/cm3 and
Rκ = 423 nm for Al0.4Ga0.6As, Bonard et al. (red), and a modified version of Equation (8)
(blue) that accounts for self-absorption with α = 1 µm−1. Figure 1 shows that the represen-
tations of Everhart and Hoff [44] and Bonard et al. [45] are similar near the maxima of the
curves and differ in the wings to the left and right of the maxima. The figure also shows
that the self-absorption does not make a large difference in the curves and tends to slightly
emphasize the contributions for z ⪅ 0.4 µm.

Some key numbers from the black, red, and blue plots of Figure 1 are summarized in
Table 1 for easy comparison. All functions plotted in the figure were normalized such that
the area of the function was equal to unity, i.e.,

∫
f (z)dz = 1.

We choose the function of Bonard et al. [45] (Equation (1)), on the basis of the better fit
with small z measurements, and truncate to eliminate the infinite and unphysical electron
range implied by the exponential in f (z). In addition, we normalize f (z) to have unit area
over the interval 0 ≤ z ≤ ∞, i.e., over the closed interval [0, ∞].
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Figure 1. Functions of Everhart and Hoff [44] (black) for Rκ(Eo = 8, ρ = 4.68) = 0.423 µm,
Bonard et al. [45] (red), and a modified version of Bonard et al. (blue) with a self-absorption co-
efficient of α = 1 µm−1.

Table 1. Values for selected points for the three curves of Figure 1.

Item Black Red (α = 0) Blue (α = 1 µm−1)

f (0) 1.419 0.01702 0.01359
maximum f (0.1353) = 3.557 f (0.1549) = 3.411 f (0.1433) = 3.682

f (z) = 0 z = 0.465 z = ∞ z = ∞
Z 1 0.04161 0.03321

Bonard et al. do not indicate how to scale their results for different materials. We use
Equation (6) to naively scale the distances. GaAs, with a density ρ = 5.32 g/cm3, should
have a greater stopping power than Al0.4Ga0.6As, which has a density ρ = 4.68 g/cm3. We
multiply the z values in Table 2 by 4.68/5.32 = 0.880 and use these scaled 0.880 × z values
as needed for GaAs.

Table 2 lists critical values for the function f (z) of Equation (8) and a modified version
of the function for self-absorption with α = 1 µm−1. Five critical values, zi, i = 1..5 are
identified in the table. The area under f (z) from z = 0 to z = 88.2 nm equals 0.112 for
α = 0 and the area under f (z) from z = 0 to z = 81.4 nm equals 0.112 for α = 1 µm−1. The
table is useful because it provides numbers to approximate integrals using the midpoint
(rectangle) rule.

The DOP of the CL is expected to be a function of the z. Analytic expressions for the
DOP, which are presented in Section 4, show that the DOP has terms of order z−3 and
z−2. Thus, it is expected that the measured DOP of the CL is a strong function of z for
small z, and that this dependence might be needed to explain the measurements. Twenty
percent of the CL is expected to come from z = 125 nm to z = 185 nm, which is an interval
centered on the maximum value of f (z). Using the midpoint (rectangle) rule, the area in
this interval can be approximated as (0.185 − 0.125)× f (0.155) = 0.06 × 3.411 = 0.205 and
the average DOP from CL that is produced over this interval in z can be approximated in a
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similar fashion. The numbers in Table 2 can be used to form an informed, weighted sum to
approximate integrals of the DOP. The values in the table must be scaled by 0.88 for use
with GaAs.

Table 2. Critical values for f (z), assuming values for Al0.4Ga0.6As.

Label Area
∫ z

0 f dz f (z)|α=0 f (z)|α=1 µm−1 Notes

0 f (0) = 0.0136 f (0) = 0.0170
z1 0.112 f (0.0882) = 2.655 f (0.0814) = 2.866

0.223 f (0.125) = 3.277 f (0.116) = 3.537
z2 0.323 f (0.155) = 3.411 f (0.143) = 3.682 maximum value of f (z)

0.423 f (0.185) = 3.307 f (0.171) = 3.569
z3 0.523 f (0.216) = 3.030 f (0.200) = 3.270

0.623 f (0.251) = 2.615 f (0.233) = 2.822
z4 0.723 f (0.294) = 2.082 f (0.272) = 2.247

0.823 f (0.351) = 1.439 f (0.325) = 1.553
z5 0.912 f (0.433) = 0.779 f (0.401) = 0.841

0.990 f (0.663) = 0.0995 f (0.614) = 0.107
1 f (∞) = 1 f (∞) = 1

The values for z are truncated at 663 nm or 614 nm, as electrons in the beam are
expected to have a finite range.

For GaAs and Eo = 8, the f (z|Rκ) of Everhart and Hoff [44], Equation (7), has a
maximum value at z = 0.32 × Rκ = 120 nm below the GaAs surface. The expression
for f (z) with Eo = 8 from Bonard et al. [45], Equation (8), has a maximum value at
z = 0.155 × 0.88 = 136 nm for α = 0 and at z = 0.143 × 0.88 = 126 nm for α = 1 µm−1,
where the factor of 0.88 is the ratio of the densities of GaAs and Al0.4Ga0.6As.

If it is assumed that the depth of maximum energy dissipation coincides with the
depth of maximum production of CL, then the maximum amount of CL should be created
at a depth of ≈(130 ± 10) nm for GaAs and for a beam energy of 8 keV.

2.4. Power Density

Assuming a Gaussian electron beam profile with a scale parameter (standard deviation)
of σ hstep = 52 nm, a beam energy of 8 keV, and a beam current of 10 nA, the maximum
irradiance (i.e., power per unit area) occurs at the center of the beam and is equal to
8 × 103 · 10 × 10−9/(2 π (σ hstep)2) = 0.9 MW/cm2. Assuming all the energy is deposited
in a cylinder of depth Rκ = 370 nm and cross-sectional area of π (σ hstep)2, the average
power density of the cylindrical volume would be 25 GW/cm3.

For comparison, the maximum irradiance of a PL measurement assuming a 0.5 mW
pump beam (the pump beam is attenuated 10× to reduce noise caused by optical feedback
to the pump laser) and a Gaussian pump beam with scale parameter σ = 740 nm for a 40×
objective is 0.5 × 10−3/(2 π (0.74 × 10−4)2 = 15 kW/cm2 [22], which is 32× smaller than
the peak irradiance for the electron beam of the CL measurement system. Assuming that the
PL energy is absorbed in a volume of 200 nm times π σ2, the average power density for the
PL system would be 32 MW/cm3, which again is significantly less that the corresponding
number for the CL measurements.

For the PL measurements on an InGaP/InP sample, (non-radiative recombination-
enhanced) annealing of one dislocation was observed with irradiances of the order of
15 kW/cm2 [46] (p. 811). In general, for the PL measurements, irradiances of the order of
15 kW/cm2 gave reproducible measurements of the DOP and ROP on InP- and GaAs-based
samples. This was confirmed by repeating measurements and by making measurements at
higher pump powers.
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2.5. DOP of CL from the Top Surface

Data were acquired every T = 10 µs on a nominally square grid of 1024 × 1024 points,
with the length of the sides of the square equal to 12.171 µm. This yields rows and columns
of data with xstep = ystep = 12.171 µm/1023 = 11.88 nm, where the step sizes are the
distances between measurements in the horizontal (ĥ or x) or vertical (v̂ or y) directions.
The square grid was aligned such that ĥ was parallel to the cleavage plane and v̂ was
parallel to the facet normal and to the long axis of the SiN stripe.

Measurements of the polarized CL were made for four different angles of the polarizers.
The polarized CL yield along one axis, P1, was made for the polarizer transmission axis
along the ĥ direction (i.e., a ⟨01̄1⟩ direction). P2 was measured for the transmission axis
along the v̂ direction (i.e., a ⟨01̄1̄⟩ direction). P3 and P4 were measured for the polarizer
transmission axes at ±45 deg to the ĥ direction.

The CL data could not be zero-corrected, as there were no areas that were off-sample.
With these definitions and using the supplied constants as determined from an un-

strained sample,
CLDOP = P1 + 0.94328 P2 (9)

DOP =
P1 − 0.94328 P2

CLDOP
(10)

and
CLROP = P3 + 1.00385 P4 (11)

ROP =
P3 − 1.00385 P4

CLROP
, (12)

where CLDOP and CLROP are the measured CL yield, DOP is the measured degree of
polarization of the CL, and ROP is the measured rotated degree of polarization of the CL.
CLDOP should equal, within experimental uncertainty, CLROP. The supplied constants
account for the polarization-dependent transmittance of the measurement system and set
DOP and ROP equal to zero for an unstrained sample.

To reduce the size of the files, the P1, P2, P3, and P4 files were averaged over a square
with height of 3 (raw) data points in the vertical direction and a width of 3 (raw) data
points in the horizontal direction. This reduced the files sizes to 341 points in the horizontal
direction and 341 points in the vertical direction. This gives hstep = 3 × xstep = 35.69 nm
and vstep = 3 × ystep = 35.69 nm.

Figure 2 displays, using a false color rendering and in three panels, the CL yield
(CLDOP), the DOP, and the ROP over the full measurement area of 12.171 µm × 12.171 µm.
The relative magnitudes of the signals for each panel can be obtained from the color bars
which appear to the right of each panel.

The SiN stripe runs in a vertical direction in the panels and is roughly centered in
the horizontal direction. The slight curvature of the SiN stripe is an artefact of the SEM
measurement. Each of the three panels displays the same area of the GaAs-SiN sample.

The top panel of Figure 2 plots the CL yield and the SiN stripe shows as green. The
CL yield, which comes from the GaAs, is reduced for areas that are covered by the SiN.

The middle panel of Figure 2 plots DOP. The areas of different color in the DOP panel,
from Equation (4), show areas with spatially varying differences between the principal
components of strain. The locations of the edges of the SiN show as red vertical stripes in
the middle panel. DOP from the GaAs under the SiN shows areas of light red, green, and
blue that are similar in the vertical direction, which indicates that the strain in the GaAs
under the SiN stripe is not uniform in the horizontal direction.

The bottom panel of Figure 2 plots ROP. The ROP is, from Equation (5), a measure of
the shear strain in the GaAs. The bottom panel shows a weak ROP signal that is similar in
the vertical direction but varies somewhat in the horizontal direction, with the strongest
ROP signals at the edges of the SiN stripe.
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Figure 2. From top to bottom: CL yield CLDOP from P1 from 4-1024-2022-02-08–14h09-EBIC.raw
and P2 from 5-1024-2022-02-08–14h09-EBIC.raw; DOP from the same files; and ROP from P3 from
4-1024-2022-02-08–14h13-EBIC.raw and P4 from 5-1024-2022-02-08–14h13-EBIC.raw
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Figure 3 shows the data of Figure 2 but averaged over the vertical direction. The units
of the h-axis are hstep. The averaged DOP, which is displayed in Figure 3 as a red line, runs
from a minimum of ≈−2.5% to a maximum of ≈1.3%. Three features of interest are labelled
in the figure as ‘a’, ‘b’, and ‘c’. An offset of −0.006 in the DOP data was estimated by a
technique outlined in Appendix A. It would appear that the DOP data should be increased
by 0.006.

Figure 3. DOP (red) and ROP (blue) from Figure 2, but averaged over the vertical direction. The
edges of the SiN, as determined by fits of error functions to the CL in Section 3, are indicated by grey,
vertical lines. The center of the SiN is indicated by the long grey tic marks at h = hc = 176.78.

The grey, vertical lines in Figure 3 show the edges of the SiN as determined from fits
of error functions to the CL yield, which is covered in Section 3. The grey tic marks show
the location of the center of the width of the SiN stripe. It is interesting to note that the
width of the SiN stripe was determined independently of the plot, and when the grey lines
were placed on the plot, the lines ran through the weak peaks in the ROP data. Given the
symmetry of the sample, it is expected that ROP100 = 0, but instead a weak ROP signal is
measured. The weak ROP might be due to imperfections or a slight misalignment. The fact
that the width and the ROP line up suggests that the width of the SiN as determined from
fits to the CL yield is an accurate estimate of the true width of the SiN stripe.

Table 3 lists positions of features shown in the graph. The width of the SiN stripe, as
determined from fits to the CL yield in Section 3, was found to be 6.22 ± 0.001 µm, with
the edges of the SiN stripe at h = 89.65 and h = 263.91. The horizontal position index h is
converted to a distance by multiplication with hstep = 35.69 nm. The horizontal position
index h is an integer that gives the position of the hth measurement in the sequence of
measurements from left to right across the stripe.
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Table 3. Positions of features in Figure 3, as read from Figure 3 with a crosshair cursor. The midpoint
of the width of the SiN stripe is h = hc = 176.78. The estimated positions of the edges of the SiN
stripe, SiN left and SiN right, were determined from fits to the CL yield, Section 3.

Feature h Index Diff Diff (µm)

‘a’ left 67 −110 −3.92
neg peak 87 −90 −3.21
ROP left 89 −88 −3.14
SiN left 89.65 −87.1 −3.11
‘b’ left 97 −80 −2.85
‘b’ mid 100 −77 −2.75
‘b’ right 103 −74 −2.64
‘c’ left 130 −47 −1.68
‘c’ mid 177 0 0
‘c’ right 220 43 1.53
‘b’ left 250 73 2.60
‘b’ mid 255 78 2.78
‘b’ right 258 81 2.89

SiN right 263.91 87.1 3.11
ROP right 265 88 3.14
neg peak 267 90 3.21
‘a’ right 287 110 3.92

3. Width of the SiN Stripe

The width w of the SiN stripe was determined by fitting error functions to the false-
color blue-to-green left-hand and right-hand transitions of the CLDOP yield data, which are
shown in the top pane of Figure 2. The green area of the top pane of Figure 2 is the region
of the SiN stripe. This area has lower CL yield than the regions to the left and right of the
stripe, as the electron beam must penetrate the SiN to reach the GaAs and the CL must also
propagate through the SiN, the GaAs-SiN interface, and the SiN–vacuum interface.

The width w of the SiN stripe for a given row of data was determined from the CL
yield as w = ar − al , where ar is the location of the right-hand edge of the SiN and al is
the location of the left-hand edge of the SiN. The locations of the left-hand and right-hand
edges were determined by least squares fits of the CL yield, CLDOP, to

B +
A
2
× erfc

(
h − al

σ
√

2

)
(13)

for h < 175 and

B +
A
2
×
(

1 + erf
(

h − ar

σ
√

2

))
(14)

for h > 175.
In Equations (13) and (14), B is a baseline value and is a least squares estimate of the

CL yield from the GaAs under the SiN, B + A is a least squares estimate of the CL yield
away from the SiN, and σ is an estimate of the width of the electron beam and hence an
estimate of the maximum spatial resolution of the measurement system.

The erf(x) and erfc(x) functions of Equations (13) and (14) are defined such that
erf(−∞) = −1, erf(0) = 0, erf(∞) = 1, and erfc(x) = 1 − erf(x). Thus, when the electron
beam is centered on an edge of the SiN stripe, i.e., h = al or h = ar, and the beam is half
on and half off the SiN, the CL yield is B + A/2. When the electron beam is fully on the
SiN stripe, the CL yield is B, and when the electron beam is fully off the SiN stripe and is
completely on the GaAs substrate, the CL yield is B + A.
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3.1. Fits of CL Data to Error Function

Figure 4 plots CLDOP and the best fit of Equation (13) to the row with vertical index
v = 320 (i.e., 320 rows above the bottom of the image). The left-hand edge of the SiN is
taken as h = al = 89.64 in the figure, which is the point where the complementary error
function equals one, or CLDOP = B + A/2 = 30 676. The scale factor (standard deviation)
of the electron beam in an SI unit of length is σ = 1.44 × hstep = 52 nm.

Figure 4. CL yield (red dots) and best fit for Equation (13) (blue line) to the left-hand edge of the
SiN stripe for v = 320 and for the data corrected for curvature, as described below. The horizontal,
long, grey tic marks are located at B + A/2 = 30 676. The vertical, long, grey tic marks at h = 89.65
indicate the location of the edge of the SiN, as determined as the mean value over all 341 rows. The
SiN exists for 89.65 ≤ h ≤ 263.91.

Figure 5 displays the locations of the left-hand and right-hand edges as determined
by fits to error functions. The figure demonstrates the apparent curvature of the stripe
and shows that the width is roughly constant. The vertical index v is plotted along the
horizontal axis. The vertical axis plots the values of ar and al as found from the fits. The
right-hand side data, which are plotted in blue, were offset by δa = −174.2535 for minimum
vertical difference, in a least squares sense, between the curves:

δa =
341

∑
i=1

(al − ar)/341 = −174.2535 . (15)

The best fit cubic polynomial for the average location of the left-hand edge of the SiN
stripe, āl = al + ar − δa, is plotted in Figure 5 and is

āl = 88.4428 + 0.0123068 v + 5.68577 × 10−6 v2 − 2.16053 × 10−7 v3

= 88.4428 + 2.16053 × 10−7(v + 225.871) v(v − 252.188), (16)

with an rms value of the residual of 0.102. The rms residual for a fit to the average location
of the SiN edge is less than the rms residuals for fits to the locations of the left- or right-hand
edges of the SiN stripe, as is expected for data with random and uncorrelated fluctuations.
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Figure 5. The edges as determined by least squares fits of Equations (13) (blue) and (14) (red) to
CLDOP, plus a best fit curve to the average data (black). The horizontal deviation, as determined from
the best fit curve, is < 1 from v = 20 to v = 242, and is < 0.5 from v = 64 to v = 216.

For calculations using the average location, the maximum value occurs at (v = 146.85,
h = 89.6885) and the right-hand edge was translated by −174.2535, which is the aver-
age value of the difference between the locations of the left- and right-hand edges of the
SiN stripe. The maximum horizontal offset of the edge of the SiN over the range from
v = 1 to v = 341 (i.e., from the bottom of a 2D measurement to the top of the mea-
surement), as determined from the best fit cubic polynomial for the average location, is
−4.95 hstep = −0.18 µm.

The equation for āl , Equation (16), was used to correct the data for the curvature to
ensure that the features, particularly feature ‘b’, were not washed out.

Table 4 provides a summary of results obtained for different approaches and shows
that consistent results are obtained by four different approaches. The size of the data file
and whether the data were corrected for curvature are indicated in the column labelled
‘approach’. The 1024 × 1024 approach is the full file, with no averaging of points to
reduce the file size. The 341 × 341 approach has used averaging to reduce the file size. A
comparison of the entries in Table 4 shows that the averaging operation did not adversely
affect the data. The smaller file sizes were used to keep file sizes manageable. This is
particularly important for the generation of FEM estimates of the DOP for least squares fits
to the measured data.

The mean width of the SiN stripe is 174.25 hstep = 6.22 µm, with an estimated error
of the mean of 0.014 hstep = 0.001 µm. The standard deviation of the pairwise differences,
ar(v)− al(v), of the 341 measurements is 0.134 hstep = 0.005 µm.

The center of the width of the SiN stripe is located at hc = (al + ar)/2 = 176.78.
It would appear that the width (in the h direction) of the SiN stripe is well-determined.

However, fits of the measured DOP show a width that is less than the width of 6.22 µm as
determined from 2 × 341 fits of error functions to the CL yield, which suggests cracks or
delaminations. The hypothesis of cracks or delaminations is one of the interesting results
of this study.
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Table 4. Comparison of widths and beam scale parameters for different approaches.

Approach al ar Width σl (nm) σr (nm) Width (µm)

341 × 341 88.61 262.87 174.25 52.1 ± 0.15 50.0 ± 0.15 6.22 ± 0.001
1024 × 1024 88.28 262.53 174.25 51.5 ± 0.1 49.4 ± 0.1 6.22 ± 0.0003

1024 × 1024 corrected 89.34 263.60 174.26 51.7 ± 0.1 49.2 ± 0.1 6.22 ± 0.0003
341 × 341 corrected 89.65 263.91 174.25 52.3 ± 0.15 49.9 ± 0.15 6.22 ± 0.001

3.2. RMS Values

On the left of the SiN stripe, the mean CL yield over the first fifty columns was 42,627,
with an rms value of 353, whereas on the right of the SiN stripe, the mean CL yield over
the last fifty columns was 42,647, with an rms of 235. The mean CL yield over 110 columns
in the center of the SiN stripe was 19 403, with an rms value of 243. These numbers give a
rough measure of the signal-to-noise ratio (SNR) for the CL yield, defined as mean divided
by rms value, of 120× and 181× for the left and right of the SiN, and 80× for the SiN area.

The mean rms value of the residues for columns of DOP and ROP data were calculated
and are displayed in Table 5. The residue is the difference between a best fit curve and
the data, and gives an estimate of the random fluctuations in the data. The trends over
small intervals were estimated by least squares fits of a linear function for GaAs areas
and a quadratic function for the SiN areas. GaAs [0:40] is the first forty columns on the
left-hand side of Figure 2, GaAs [−30:] is the last thirty columns on the right-hand side of
the figure, and SiN[144:206] is for sixty-one columns in the center of the figure, which is an
area centered under the SiN stripe.

Table 5. Mean rms values for columns of DOP and ROP, and SNR for CL yield.

Item GaAs [0:40] SiN [144:206] GaAs [−30:]

Nν 38 58 28
mean rms DOP (9.2 ± 2.2)× 10−5 (18 ± 4.4)× 10−5 (10 ± 2.8)× 10−5

mean rms ROP (10.1 ± 2.4)× 10−5 (26 ± 6.2)× 10−4 (8.8 ± 2.5)× 10−5

SNR CL yield 120 80 181

Uncertainties in estimates of the rms values were calculated as√
Nν s2/c0.975 ≤ σ ≤

√
Nν s2/c0.025 (17)

where Nν is the number of degrees of freedom for the calculation of the rms residue s and
cp is the critical value for a chi-square distribution with Nν degrees of freedom and for
probability p [47] (Table 25, p. 754). The confidence interval is not symmetric; for Nν = 38,
0.82 ≤ σ/s ≤ 1.29. For ease of presentation, the average value of the confidence interval is
presented in Table 5.

The rms numbers in Table 5 provide a means to calculate a minimum detectable
change in DOP or ROP. Let the minimum detectable change in DOP or ROP be represented
by δ(Navg), where Navg is the number of points involved in the calculation of a mean value
of the DOP, using a subscript to distinguish δ as necessary. Assume that the limiting noise
is normally distributed and use a 95% confidence interval, which means that δ equals
two times the rms noise.

The minimum detectable change in ROP or DOP seems to scale inversely with the
CL signal. The rms values for the DOP and ROP in the central area of the SiN stripe are
roughly twice the values for far from the stripe, whereas the CL yield from the central area
of the SiN stripe is roughly one-half of the value far from the SiN stripe.
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3.3. Minimum Detectable Changes in DOP

The rms numbers in Table 5 suggest that the minimum detectable change in DOP or
ROP for a ‘single measurement’ is, assuming white noise and a 95% confidence interval,
δ(341 × 9) ≈ 2 × 10−4 for measurements away from the SiN stripe. The mean rms values
for the DOP away from the SiN were calculated for 40 and 30 ‘single measurements’. Here,
a ‘single measurement’ is the average of the 341 values in the same column. If the DOP or
ROP data were not averaged over 341 = 18.466 × 18.466 independent measurements, the
minimum detectable change in DOP or ROP would be δ(9) = δ(341× 9)/18.466 ≈ 4× 10−3

for measurements away from the SiN stripe. It should be remembered that each of the
341 values is the average of nine measurements spaced by 11.88 nm, so the minimum
detectable change in DOP or ROP, for a single measurement at one spatial location and made
over a dwell time of 10 µs for the single spatial location, would be δ(1) ≈ 1 × 10−2. Since
these results were obtained for a beam energy of 8 keV, one can state δ8 keV(1) ≈ 1 × 10−2.

These results are summarized in Table 6 and are compared to results obtained for CL
measurements of the DOP or ROP at the facet using a 5 keV electron beam [41] and for PL
measurements [22,48].

Table 6. Measured and estimated minimum detectable changes in DOP or ROP, δ(Navg), for CL
measurements of top (8 keV) and facet (5 keV), and for PL measurements. Navg is the number of data
points involved in the calculation of the average DOP or ROP value.

Description Ref. Navg δ(Navg) Notes ENBW δo(%/
√

Hz)

this work Table 5 341 × 9 0.020 % measured 30 Hz 4 × 10−3

this work Table 5 1 1.1 % extrapolated 90 kHz
facet CL, 5 keV [41] 15 0.62 % measured 6 kHz 8 × 10−3

facet CL, 5 keV [41] 1 2.4 % extrapolated 90 kHz
facet PL [22,48] 1 0.010 % measured 3.33 Hz 3 × 10−2

The minimum detectable change in DOP for light from under the SiN is approximately
δSiN, 8 keV(1) ≈ 2 × 10−2, which is twice the value found for similar measurements from the
GaAs that is to the left and right of the SiN stripe.

The δ(1) values in Table 6 show that solitary 5 keV CL measurements of the DOP (and
ROP) have roughly twice the noise of 8 keV CL measurements. The 5 keV CL measurements
also had a CL yield that was one-half of the 8 keV CL from the areas to the left and right
of the SiN. The 5 keV CL measurements had roughly the same CL yield and δ(1) value as
8 keV CL measurements from under the SiN stripe. This suggests that the measurements
are limited by white noise; increasing the CL yield decreases the rms noise proportionally.

The δ(Navg) column of Table 6 also shows that measurements of the DOP of the PL
have a considerably lower noise level for a single measurement at a single location than
is obtained for CL measurements. This comparison is misleading, as it does not take into
account the time taken to make a measurement.

The last two columns of Table 6 give estimates of the equivalent noise bandwidth
(ENBW) and the minimum detectable change in DOP for a one Hz bandwidth, δo. The
minimum detectable change for a measurement performed over a bandwidth of f Hz can
be estimated as δo ×

√
f . The square root of the bandwidth f must be used because noise

powers add and δo is an ‘amplitude’; δo is related to the rms of DOP. The δo ×
√

f value is
an estimate, as the ENBW calculations assume additive white noise and a flat bandwidth
for the measurement system.

Each CL measurement at a single spatial location is made over a dwell time of
T = 10 µs. Assuming that all of the dwell time of T = 10 µs is spent integrating the
signal from the Si detector and an infinite, flat pass-band for the measurement system
and additive white noise, the equivalent noise bandwidth (ENBW) is 1/T Hz for a single
measure at a single spatial location. An infinite pass-band is not attainable in practice. For
a pass-band that is flat and non-zero for frequencies f with −200 kHz ≤ f ≤ 200 kHz and
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zero otherwise, the ENBW is 0.95/T. If the pass-band is flat and non-zero for frequencies f
with −100 kHz ≤ f ≤ 100 kHz, the ENBW is 0.90/T.

The ENBW for a detection system with a 100 kHz bandwidth will be assumed and
used to compare results in Table 6.

The averaging operation to reduce the file size from 1024 × 1024 points to 341 × 341
reduces the ENBW to 0.9/(9 T), assuming the measurements are limited by white, additive
noise and assuming a 100 kHz bandwidth. The averaging operation over the 341 rows
reduces the ENBW to 0.9/(341 × 9 × T). The rms spectral density δo for the 8 keV CL
measurements is then 2× 10−2/

√
341 × 9 × 10−5/0.9 = 3.7× 10−3 %/

√
Hz, where 1× 10−4

is the rms noise found for the averaged results, lines one and two from Table 5.
The ENBW for the phase-sensitive detectors used in PL measurements [22] is

ENBWPL =
1

2 τ1 + 2 τ2
= 3.33 Hz (18)

where τ1 = 50 ms and τ1 = 100 ms are the time constants of the 12 dB/octave output
low-pass filter. An rms noise of 5 × 10−4 for a single measurement of the DOP or ROP
is a good but routinely achievable result [48]. This yields an rms spectral density δo of
1× 10−1/

√
3.33 = 3× 10−2 %/

√
Hz, which is 13 times greater than the rms spectral density

for the CL measurement. Care must be used in applying the ENBW calculations to the
PL system since the limiting noise is white noise only over small spectral intervals [48]. It
would be safer to use the result obtained for the PL system and scale the CL system to the
3.33 Hz bandwidth of the PL system.

The δo results presented in Table 6 show that the CL measurement system has a
significantly lower noise spectral density than the PL measurement system.

3.4. Spatial Impulse Response Function

If one considers the SiN to act as a knife edge, then the FWHM of the electron beam,
which equals 2.35482 σ hstep nm, where σ hstep nm is the beam scale parameter for the elec-
tron beam of Gaussian cross-section, is a measure of the maximum spatial resolution of
the measuring system. The measurement of the beam scale parameter from fits of error
functions to the CL yield does not necessarily take full account of drift or diffusion of carri-
ers. The knife-edge-style measurement is concerned with the effect of a one-dimensional,
partial blocking of the beam by the SiN stripe on the measured CL yield.

From fits to each of the 341 rows in the reduced data file, the mean beam scale
parameter for the left-hand side was found in Section 3 to be σ̄ hstep = 52.1 ± 0.15 nm,
where the uncertainty is twice the standard error of the mean. For the right-hand side of the
SiN stripe, the mean beam scale parameter was found to be σ̄ hstep = 50.0 ± 0.15 nm. We
take the larger of the two measurements, 52 nm, as a conservative estimate of the minimum
value of the beam scale parameter. This gives a full-width half-maximum (FWHM) of
2.35482 σ hstep = 122 nm for the CL yield.

The sum of two Gaussian functions of the same scale parameter (standard deviation)
but separated by one FWHM shows a reduction of six percent in the middle between the
two Gaussians. The value between the two peaks of the Gaussians is 50% of the maximum
value of the sum when the separation of the peaks is

√
2× FWHM. Thus, some near-unity

multiple of the FWHM is a measure of the ability to resolve two spatially separated features.
Bonard et al. [45] suggest that the lateral profile of carriers in Al0.4Ga0.6As material

with AlAs/GaAs MQW detectors is described as the sum of two normal distributions,
with one distribution (σ hstep = 147 nm) for few scattering events for electrons in the beam
and the other distribution for multiple scattering events (σ hstep = 363 nm). This suggests
that 52 < σ hstep < 400 nm. However, Bonard et al. did not observe a “needle like peak
around x = 0 like most previous studies” [45] (Section V.B.). Thus, the width of the impulse
response function of the CL measurement system is somewhat unknown. We assume a
Gaussian impulse response function with a scale factor of at least 52 nm.
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3.5. Comparison of Spatial Resolution

Figures 6 and 7 demonstrate the effect of the resolution of the measuring system on
the observed DOP. Both figures use the same inclined force simulation to obtain the DOP
across a 6.22 µm wide SiN stripe on GaAs. The inclined force simulations are described in
Section 4.

Figure 6. Inclined force prediction of the DOP profile (blue) across a SiN stripe on GaAs and
the prediction after convolution (red) with a Gaussian function with a scale parameter of 156 nm
= 3 × 1.457 × hstep. Only one-half of the curves are shown, as this allows an unobstructed view of
the effect of the convolution.

For Figure 6, the simulated data were convolved with a Gaussian function with a scale
parameter of 156 nm, which is three times the measured scale parameter of the electron
beam from fits to the CL yield; see Sections 3 and 3.4.

For Figure 7, the simulated data were convolved with a Gaussian function with a
scale parameter of 740 nm, which is a value that was estimated [49] (Section 3.A) for a PL
measurement system using a 40× microscope objective and a 200 µm pinhole [22]. The
measurements with the PL system were considered high-resolution for the equipment, and
yet convolution with the impulse response function of the measurement system smooths
the detail in the underlying data.

Figures 6 and 7 clearly demonstrate the superior resolution of the CL imaging system
as compared to one PL measurement system [22]. The figures also demonstrate the need for
the superior resolution; the DOP can change on scales that are smaller than the resolution
available with a PL-based measurement system.
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Figure 7. Inclined force prediction of the DOP profile (blue) across a SiN stripe on GaAs and
the prediction after convolution (red) with a Gaussian function with a scale parameter of 740 nm
= 20.73 × hstep. The same inclined force prediction is shown in Figure 6.

4. Inclined Edge-Force—An Analytic Approach

Analytic formulae for the stresses in an isotropic, homogeneous, semi-finite substrate
with a uniformly loaded thin film are available [50,51]. Thus, it is useful to write DOP100 in
terms of stresses rather than strains.

For an isotropic medium,

e1 = ehh =
1
E
(σhh − ν σvv − ν σzz)

e2 = evv =
1
E
(σvv − ν σhh − ν σzz)

e3 = ezz =
1
E
(σzz − ν σhh − ν σvv) (19)

where E is Young’s modulus, ν is Poisson’s ratio, e1, e2, and e3 are the tensile strains (or
stretches) in a Voigt notation, and σhh, σvv, and σzz are the normal components of the stress
tensor.

The labelling of the coordinate axes is chosen so that as one looks at the measurement
surface (see, e.g., Figure 2), the direction across the stripe is the ‘1’ or horizontal h direction,
the ‘2’ or vertical v direction is the direction along the length of the stripe, and the ‘3’ or z
direction is the direction perpendicular to the plane of the figure. The h direction is parallel
to the the cleaved facet and the v direction is normal to the cleaved facet.

The set of Equations (19) can be used to write (4) as

DOP100 = −|Ke| (e1 − e2) = −|Ke| (1 + ν)

E
(σhh − σvv). (20)
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Consider an infinite, in the v direction, SiN stripe of width 2 WSiN. Place the origin
at (h, z) = (0, 0) so that the SiN extends in the h direction from −WSiN to WSiN. Let z
be positive for distances below the SiN-GaAs interface. Assume that the infinitely thin
SiN stripe is loaded with a horizontal force S per unit length or a z-directed force also of
amplitude S per unit length. In the equations below, θ = 0 corresponds to a z-directed force
only and θ = π/2 corresponds to a horizontal, compressive force.

At position (h, z) below the SiN, the horizontal stress is [50]

σhh = S
′
1 (h + WSiN)

2 (z cos(θ) + (h + WSiN) sin(θ))

+ S
′
2 (h − WSiN)

2 (z cos(−θ) + (h − WSiN) sin(−θ)) (21)

with
S
′
1 =

−2 S
π r4

1
S
′
2 =

−2 S
π r4

2
(22)

and with
r2

1 = (h + WSiN)
2 + z2 (23)

r2
2 = (h − WSiN)

2 + z2. (24)

r1 and r2 give the distances from the point (h, z) to the left and right edges of the SiN.
σzz does not enter explicitly into the expression for DOP100, Equation (20). In a plane

stress approximation, σyy = 0 and an expression for σzz is not needed. In a plane strain
approximation, e2 = 0, which means σvv = ν (σhh + σzz) and the expression for σzz is
needed to calculate DOP100, Equation (20).

An expression for σzz is

σzz = S
′
1 z2 (z cos(θ) + (h + WSiN) sin(θ))

+ S
′
2 z2 (z cos(−θ) + (h − WSiN) sin(−θ)). (25)

If a plane strain approximation is used,

σvv = ν (σhh + σzz) (26)

= S
′
1 r2

1 ν (z cos(θ) + (h + WSiN) sin(θ))

+ S
′
2 r2

2 ν (z cos(θ)− (h − WSiN) sin(θ)). (27)

The identities cos(−θ) = cos(θ) and sin(−θ) = − sin(θ) have been used to simplify
the expression for σvv.

DOP100 is a function of the depth z where the CL yield is produced. The measured
DOP will be a weighted average of DOP100 over z. The information provided in Table 2
and in Section 2.3 is of help in determining a weighted average of DOP100 over z.

Figure 8 displays calculations of DOP100 using the inclined force model for z = 500 nm
and θ = 82 deg. For x < 0, the results obtained using a plane stress approximation are
displayed. For x > 0, the results obtained for a plane strain approximation are displayed.
The plane strain approximations were multiplied by ≈1.6 to match the left-hand portion of
the figure.

Figure 9 displays calculations of DOP100 using the inclined force model for z = 100 nm
and θ = 82 deg. The left- and right-hand sides of the figure display plane stress and plane
strain calculations, as in Figure 8. As compared to Figure 8, the features are sharper and
the value of the DOP100 at mid-width of the SiN stripe is greatly reduced as compared to
the peaks on either side.

Figure 10 displays the data and a best fit curve for a sum of three different pairs
of inclined edge-forces. One set of inclined edge-forces used a half-width of 2.30 µm
centered about h = hc, whereas the other two sets of inclined edge-forces covered the
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regions of 3.11 µm to ≈ 3.31 µm and −3.11 µm to ≈ −3.31 µm, relative to the mid-width of
the SiN stripe.

Figure 8. DOP100 calculated using inclined force approximations for z = 500 nm. The left half (red)
was calculated using a plane stress approximation; the right half (blue) was calculated using a plane
strain approximation.

Figure 9. DOP100 calculated using inclined force approximations for z = 100 nm. The left half (red)
was calculated using a plane stress approximation; the right half (blue) was calculated using a plane
strain approximation.
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Figure 10. Best fit inclined force approximations (blue) to the measured data (red). A plane strain
approximation was used to fit the data.

From fits to the CL yield, the half-width of the SiN stripe was estimated to be 3.11 µm.
The narrow central region indicates a delamination or cracking of the SiN in a plane parallel
to the substrate. The two other regions indicate a deformation of the GaAs exterior to, but
adjacent to, the SiN stripe.

A function f (h) of the form

f (h, z) = b0 + c
4

∑
i=0

(σhh(h, z, hc)− σvv(h, z, hc))|z=zi (28)

+ d
4

∑
i=0

(
σhh(h, z, hdl

)− σvv(h, z, hdl
)
)
|z=zi (29)

+ d
4

∑
i=0

(σhh(h, z, hdr )− σvv(h, z, hdr ))|z=zi (30)

was convolved with a Gaussian impulse function with scale parameter ξσ × σ and then
was fit to the DOP data by minimization of χ, where

χ2 =
341

∑
h=1

( f (h, z)− DOP(h))2

s(h)2 . (31)

DOP(h) is the averaged degree of polarized data, and s(h) is the estimated rms noise
as a function of the horizontal index (horizontal position). Values for s(h) are listed in
Table 5. The rms noise is larger under the SiN than to the left or right of the SiN because
the CL yield is reduced under the SiN. ξσ is a parameter that sets the width of the spatial
impulse response function, relative to the electron beam scale parameter σ = 52 nm.

Both σhh and σvv were functions of {z, h, hm = {hc, hdl
, or hdr}, w = {wc or wd},

ν, θ = {θc or θd}, rSiN}, where z is the depth below the GaAs surface; h is the horizontal
distance; hm is the mid-point of a stressor, with hc the mid-point of the SiN stressor and hdl
and hdr the mid-points of the deformations to the left and right of the SiN stressor; w is the
width of a stressor, with wc the width of the SiN stressor and wd the width of the deformed
region to the left and right of the SiN stressor; θ is the angle of the inclined force, with θc the
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angle for the central part under the SiN stressor and θd the angle for the deformed regions
to the left and right of the SiN; and rSiN × zi set the depth from which the CL under the
SiN was produced. The parameter rSiN gave the ability to have different Rκ for under the
SiN and for the areas beside the SiN.

The fit parameters {b0, c, d} were determined using a linear fitting routine and the
parameters {hm, w, ν, θ, rSiN} were obtained using a grid search in conjunction with the
linear fitting routine. wc and wd are two different widths of the stressors, to allow
for fitting to the main lobe and to the features on the left and right of the main lobe.
The centers of the deformed regions to the left and right of the SiN were taken to be
hdr = hc + 3.11/hstep + wd/2 and hdl

= hc + 3.11/hhstep − wd/2, where 3.11/hstep is the
half-width of the SiN stripe in units of the horizontal index h and as determined from fits
of error functions to the CL yield.

The composite of plane strain functions appears to fit the data reasonable well. The
width of the main lobe is fit well and feature ‘c’ is reasonably well-accounted for. The
features at ‘a’ and ‘b’ are also reasonably well-accounted for. Note that the fit uses a half-
width of the main lobe of 2.30 µm rather than the half-width of 3.11 µm that was found
from fits to the CL yield. The DOP gives a significantly different width of the SiN stressor
than fits to the CL yield.

Figure 11 displays the DOP data and a fit of a composite plane stress model. Visually,
the plane stress approximation seems to fit as well as a composite plane strain model. As
compared to the plane strain fit, Figure 10, the features at ‘b’ are slightly smaller and lower
in vertical position in the plane stress approximation. Also, the plane stress approximation
seems to fit feature ‘c’ better. The plane stress approximation has smaller ‘rabbit ears’ than
does the plain strain approximation.

Figure 11. Best fit plane stress, inclined edge-force approximation (blue) to the measured data (red).
As compared to the plane strain fit, Figure 10, the features at ‘b’ are smaller in the plane stress
approximation and lower in vertical position, the fit seems to be better for ‘c’, and there seems to be
little change in the fit for the ‘a’ features.

Table 7 list the fit parameters for fits using two different spatial resolutions (ξσ = 1 or 2)
and for plane strain and plane stress approximation for an inclined edge-force model. The
plane stress approximation was obtained by setting ν = 0 in the equations. The angles θc
and θd are significantly different for the two approximations, which suggests that care must
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be used in ascribing physical meaning to the inclined edge-forces that underlie the fits. The
fit parameters {c, d} are consistent within each group. The ratio of the parameters between
approximations is 1 + ν, as might be expected from Equation (20).

Table 7. Parameter values for fits of plane strain and plane stress approximations to the measured
DOP for two different spatial resolutions.

Item Symbol Plane Strain Plane Stress

scale parameter σ σ 3 × σ σ 3 × σ
multiplier ξσ 1 3 1 3

Poisson’s ratio ν 0.44 0.44 0 0
goodness of fit χ ± 0.08 30.11 24.83 24.13 23.49

width (µm) wc 2.30 2.30 2.30 2.30
angle (deg) θc ± 1 20 40 106 114
width (nm) wd ± 5 120 150 195 195
angle (deg) θd ± 1 82 82 131 133

ratio rSiN ± 0.025 0.90 0.80 1.55 1.25
fit parameters {c, d} 3.56, 1.96 3.93, 7.56 2.55,−1.78 2.71,−2.51

From the plane strain approximation, the two widths were found to be wc = 2.30 µm
and wd = 0.15 µm. These widths would suggest a horizontal crack or delamination of
(3.11 − 2.30) = 0.8 µm and a damaged area that extends 150 nm past the edges of the SiN,
assuming that the width as determined in Section 3 from fits to the CL yield is accurate.

From the plane stress approximation, the two widths were found to be wc = 2.30 µm
and wd = 0.2 µm, which are similar to the plane strain results. The estimated width of the
damaged area to the right of the SiN was ≈ 45 nm greater for the plane stress model as
compared to the plane strain result.

The symmetry of the problem means that the plane strain approximation should be
used rather than the plane stress approximation. The fact that the plane stress approxima-
tion appears to fit better than the plane strain approximation means that the fits should be
used with caution. The fits are best fit results for an aggregate; the value for individual com-
ponents in the fits, such as c, d, θc, θd, and rSiN, might not have great physical significance.

Explanation of Features ‘a’, ‘b’, and ‘c’.

Figure 12 plots in blue contributions from the strain owing to the narrow SiN stressor
(narrower than the width given by fits of error function to the CL yield) and in green
contributions from the strain owing to the regions to the left and right of the vertical, grey
lines (i.e., the width of the SiN as determined from the CL yield).

From the green curves of Figure 12, it can be deduced that feature ‘a’ is due to to the
deformed regions to the left and right of the SiN.

It can also be deduced that the feature ‘b’ occurs owing to the offset of the maximum
(near h = 100) of the green curve and the minimum (near h = 100) of the blue curve. The
contributions add, and the result leaves feature ‘b’; see the blue curve of Figure 10 or of
Figure 11. The blue curve of Figure 10 is the sum of the blue and green curves in Figure 12.

There is a distortion owing to the minimum (just to the left of the grey line at
h = 263.91) of the green curve of Figure 12, but this distortion is difficult to observe in the
blue curve of Figure 10 or of Figure 11.

In Figure 12, the data (simulations) displayed on the left-hand side (h < 171) have been
convolved with a Gaussian impulse response function with scale parameter 3× greater
than the measured scale parameter; this parameter gives a minimum in χ and a good
visual fit. The simulations (data) displayed on the right-hand side (h > 171) have not been
convolved with a spatial impulse response function.
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Figure 12. The two functions, one from strain owing to a narrow SiN stressor (blue) and one from
damaged areas to the left and right of the SiN stripe (green), that were used to fit to the data are
shown. The data on the left-hand half of the figure have been convolved with a Gaussian with scale
parameter of 3 × σ. The data displayed on the right-hand half of the figure have not been convolved
with a spatial response function.

The fit does suggest that the feature ‘c’ arises from different penetration depths for the
electrons; CL from small depths gives larger ‘rabbit ears’ than for CL for larger values of z.
The ability to fit the features ‘a’ and ‘b’ suggests that delamination or horizontal cracking
exists, and that the surfaces of the GaAs near the edges of the SiN are stressed.

It appears that a plane strain or plane stress approximation is appropriate and that an
inclined edge-force model is required, if one wishes to employ an analytic approach. The
inclined edge-force model seems to capture the effects of the vertical displacements of the
GaAs caused by the SiN stripe. These vertical displacements can be observed in the plots
of the FEM grids, and particularly in Figure 15b.

5. 2D FEM Simulation

Figure 13 shows the data and a plane strain 2D FEM simulation of DOP100 for ‘biaxial’
stress in the SiN stripe. The three features ‘a’, ‘b’, and ‘c’, as well as the width of the main
DOP lobe, are not accounted for in this simple 2D FEM simulation. This suggests that the
initial stress distribution in the SiN-GaAs system, prior to running the FEM solver, is not
simply biaxial stress in the SiN, as was found with the inclined edge-force results, and that
the width of the SiN stressor is less than the 6.22 µm found from fits of error functions to
the CL yield.

Unlike the inclined force simulations of the DOP, 2D FEM simulations do not show
prominent ‘rabbit ears’ on the DOP (i.e., the peaks to the left and to the right of ‘c‘). The 2D
FEM simulation shown in Figure 13 was for a depth of z = 31.25 nm below the GaAs. This
is much closer to the SiN/GaAs interface than the inclined edge-force simulation shown
in Figure 9, yet the ‘rabbit ears’ are much less pronounced. The ‘rabbit ears’ of the 2D
FEM simulations have little depth dependence. The mesh density in the SiN and in the
region under the SiN were increased by a factor of five to 50/µm with no change in the
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predictions, which suggests that the differences between the FEM and inclined edge-force
model are not due to the meshing.

Figure 13. 2D FEM predictions of DOP100 for a uniform stress in the SiN (blue) and the measured
data (red). The strains required to calculate the FEM prediction of DOP100 are from a plane that is
31.25 nm below the surface of the GaAs. The simulations were convolved with a Gaussian function
with scale parameter σ = 52 nm.

Terms nonlinear in h were needed in the FEM simulations to fit the ‘rabbit ears’ of the
DOP data.

Figure 14 plots data and a best fit simulation of DOP100 from 2D FEM simulations. For
these simulations, the contact-jump boundary condition feature [52] was used to disconnect
the GaAs surface from the SiN for |h − hc|/hstep ≥ 2.4 µm, which is 0.1 µm greater than the
value wc used for the inclined edge-force simulations. This delamination gives a simulated
DOP100 that matches the width of the main lobe of the data. It was necessary to introduce
deformations to the left and right of the SiN to account for the ‘a’ and ‘b’ features. It was
also necessary to add nonlinear terms in h to obtain an acceptable fit to the ‘c’ feature.
The 2D FEM simulation was convolved with a Gaussian with a scale parameter equal to
σ = 156 nm to achieve χ = 23.67. This value for χ is similar to the χ values of 24.83, 24.13,
and 23.49 reported in Table 7.

Figure 15 displays the 2D FEM mesh in part (a), and in part (b), the 2D mesh plus
200× the displacements in the horizontal and vertical directions. Displacements and strain
are discussed in Appendix A.

The purple areas are the scaled SiN. All other areas are the GaAs. Some GaAs regions
have different colors because different mesh densities and coordinate scales [53] were
used. Note that deformation has moved the edge of the SiN stripe to the left, and that
this deformation is exaggerated by the use of a magnification of 200×. Also note the
exaggerated vertical deformation near the right-hand edge of the SiN stripe. Only one-half
of the SiN stripe is simulated; the ordinate is a mirror plane.
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Figure 14. 2D FEM predictions of DOP100 (blue) and the measured data (red). A delamination to
reduce the width of the SiN in contact with the GaAs, displacements exterior to the SiN, and nonlinear
terms were included in the simulation.

(a) The 2D FEM grid.

a

(b) 2D grid plus 200× displacements.

Figure 15. 2D FEM grids, without and with 200× the displacements.

The slight mound, of height 0.55 nm, to the right of the SiN gives rise to feature ‘a’.
The deformation to the left of the mound combined with the DOP owing to the strained SiN
gives rise to feature ‘b’. For Figure 15b, the line to the right of the SiN gives the expected
position of the right-hand edge of the SiN film, had the SiN remained attached to the GaAs
over the full 3.11 µm half-width of the SiN.

Section 5 Summary

The best fit parameters for the 2D FEM simulations were not found by a grid search
algorithm. Rather, values were chosen for the most part to give a reasonable visual fit.
Initial values were chosen based on the results obtained from the inclined edge-force fits
and by a method described in Appendix A.
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Deformation adjacent to the SiN and a vertical displacement add an ‘a’-like feature to
the simulated DOP.

The width of the region of (biaxial) compressive stress (from the SiN) appears to
determine the width of the main lobe of the DOP, but this width is not the same as the
width as determined from fits of error functions to the CL yield.

The shape of the deformation of GaAs at the edge of the SiN stripe seems critical—
the difference in the extent of feature ‘b’ in the simulations seems to depend critically
on the deformation, and this deformation can be controlled by the presence or absence
of delamination.

It was necessary to add a non-linear stress in the SiN, 1 + (h/hw)2, to fit feature ‘c’.
Depth averaging of the FEM results was performed but did not give rise to the ‘rabbit ears’
observed in the data.

2D FEM plane stress simulations fit the data as well as 2D FEM plane strain simulations.
Based on symmetry, the plane strain simulation should be preferred.

The results provide little physical explanation for the observed DOP. Compressive
SiN is expected, but the width of the SiN to fit the main lobe is significantly less than the
expected width from the mask and fits to the CL. A tensile strain and vertical displacement
must be added to create feature ‘a’ in the 2D FEM simulations. At present there is no
explanation for the width of the main lobe, for the origin of the tensile strain and the
vertical displacement, nor for the widths of these tensile and displaced regions.

The ‘a’ and ‘b’ features would not likely be observed in a PL measurement; the spatial
resolution of a PL system would likely smear the features into oblivion, as shown in
Section 3.4.

6. 3D FEM Simulation

Figure 16 plots the DOP data in red and a 3D FEM simulation using the same boundary
conditions as for the the 2D FEM simulations reported in Figure 14 and presented in
Section 5. The 3D FEM simulation does not fit the data particularly well, χ = 25.75, using
the 2D boundary conditions and convolution with a Gaussian with a scale parameter
of σ = 156 nm. Clearly some aspects of the stress and strain fields are missed in the
3D simulation.

Figure 17 plots the DOP data in red and a 3D FEM simulation after a few trial-and-error
changes were made to the boundary conditions in an effort to improve the fit. For this fit,
χ = 24.62, which is significantly higher than the values reported in Table 7. To improve the
fit, the stress in the SiN was increased by ≈13% and the deformation adjacent to the SiN
was modified to move the ‘b’ feature. These changes improved the fit, but it is likely that
the fit could be improved further, thereby yielding a better estimate of the deformation of
the SiN/GaAs system. The simulation was convolved with a Gaussian function with scale
parameter σ = 156 nm.

Although the 3D FEM simulations are computer resource-intensive, the advantage is
that one does not have to choose between approximations. One hopes then that a good fit
of the 3D simulations gives realistic estimates of the individual components that together
produced the best fit to the data.
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Figure 16. 3D FEM simulation (blue) using parameters as determined for the best fit 2D FEM
simulation, as shown in Figure 14 and presented in Section 5. The measured data is shown in red.

Figure 17. ‘Best fit’, as obtained through a limited number of trials, 3D FEM predictions of DOP100

(blue), and the measured data (red).

7. Conclusions

The general goal of the work was to investigate the details of the strain/stress field
generated in 2 inch (100) GaAs substrates by the presence of a 6.22 µm wide SiN stripe on
the (100) surface of the GaAs.
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We used analysis of measurements of the cathodoluminescence (CL) and of the degree
of polarization (DOP) of CL to estimate the width of the SiN stripe and the strain field
caused by the stripe. We identified three different features of interest in the DOP data,
which we identified in Figure 3 as ‘a’, ‘b’, and ’c’; these features might not have been
observed without the spatial resolution of the CL measurement system.

The width of the SiN stripe was estimated by fits of error functions to the CL yield. In
parallel, we found that fits of simulations to the DOP data gave estimates of the width that
are ≈1.4 µm less than the 6.22 µm width obtained from the fits of error functions to the CL
yield. The difference in width between the two methods suggests delamination or cracks
into the SiN of about 0.7 µm on each side of the SiN stripe. This is one of the interesting
and intriguing discoveries of the work. In addition, it appears that deformed regions of
widths of ≈1.5 µm adjacent to the SiN must exist to explain the ‘a’ and ‘b’ features.

Since analysis of the DOP of CL is relatively new as compared to analysis of the DOP
of PL, we compared the minimum detectable changes in DOP and the spatial resolutions
that can be obtained by the two different techniques. The effect of the spatial resolution
of the measurement system on the simulations and the ability to see the three features
of interest were presented. We clearly demonstrated the superior resolution of the CL
measurement technique as compared to the PL one and the need of this high resolution,
since the DOP signal can change on very small scales.

In order to extract quantitative information from the DOP profiles, we started with an
analytical approach, which is an inclined edge-force model for stress and hence the DOP
caused by the SiN film. We calculated DOP100 using the inclined edge-force model and we
considered two different cases: plane stress and plane strain approximations. The plane
stress approximation yielded a better fit to the measured DOP data, but it is a plane strain
approximation, based on symmetry, that should be preferred. We then fit 2D and 3D FEM
simulations to the measured DOP. These simulations gave ‘best fit’ parameters that differed
somewhat, which makes it difficult to extract good estimates of physical parameters such
as strain in the SiN from the fits. Similar to the inclined edge-force simulations, the FEM
simulations also required delaminations or cracks and deformed areas adjacent to the SiN,
all of similar dimensions to the inclined edge-force model, to explain the ‘a’, ‘b’, and ‘c’
features in the measured data. The analytic simulations require almost negligible computer
time to run, and provide good starting points for 2D simulations. The 2D simulations
require non-negligible computer time and resources to run. The 3D simulations are more
time- and resource-intensive but do not require choice of approximation, and hence, one
hopes they are more physically realistic. A method to estimate FEM boundary conditions
from the DOP data is presented in Appendix A.

Given the data, it was not possible to identify the origin of the three features ‘a’, ‘b’,
‘c’, which are defined in Figure 3, nor was it possible to confirm or identify the source of
the cracking or delamination of the SiN that was required to fit simulations to the DOP
data. One possibility is that the cracking or delamination of the SiN stripe is an artefact
of the CL measurement. As discussed in Section 2.4, the irradiance, power density, and
energy density of the CL measurements employed in this study are significantly higher
than the same quantities that were typically used for PL measurements. More investigation
is indicated to understand the three features and discrepancy in widths that are revealed in
the work reported here.
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Appendix A

Initial estimates for fitting of simulations to data are required. Useful information for
initial estimates of fitting parameters can be obtained from the DOP data.

Strain is the response to an influence (i.e., stress). Strains at a point (x, y, z) are defined
in terms of the displacements U(x, y, z), V(x, y, z), and W(x, y, z) once rigid body rotations
are removed [6] (Ch. VI). U gives the change in the x location of a point (x, y, z) after
application of an influence. V gives the displacement in the y direction and W gives the
displacement in the z direction . The components of the strain tensor (in a matrix form [6]
(p. 134) with Voigt notation) in terms of the displacements are given by [6] (Ch. VI)e1 e6 e5

e6 e2 e4
e5 e4 e3

 =

 ∂xU (∂yU + ∂xV)/2 (∂zU + ∂xW)/2
(∂yU + ∂xV)/2 ∂yV (∂zV + ∂yW)/2
(∂zU + ∂xW)/2 (∂zV + ∂yW)/2 ∂zW

 (A1)

where ∂x means a partial derivative with respect to x.
Note that in Equation (A1), the off-diagonal elements are the tensor shear strains

ei, i = 4..6 and not the engineering shear strains γi, i = 4..6. The engineering shear strain
γ6 = γxy gives the decrease in angle between two lines that were, before application of the
influence that created the strain, parallel to the x and y coordinate axes. The engineering
shear strains are two times the tensor shears strains: γi = 2 ei, i = 4..6 [6] (p. 102).

The diagonal elements of the matrix, ei, i = 1..3, are called the principal strains. If one
of the principle strains equals zero, then a state of plane strain exists.

In a plane strain approximation for the SiN stripe on GaAs and using a facet coordinate
system as specified in Section 1.1, e2 = 0, and from Equation (4), DOP100 = −|Ke| × e1,
which can be rewritten in terms of a derivative of the displacement U(x, y, z), as
DOP100 = −|Ke| ∂xU. The displacement U can be approximated by an integration (summa-
tion) of the measured data to within a constant with respect to x. The constant of integration
can be determined from the symmetry of the problem; use the x = hc mirror plane of the
SiN/GaAs sample to assert U(x = hc, y, z) = 0, where hc is the center of the width of the
SiN stripe.

If the DOP data are reconstituted after setting U(x = hc, y, z) = 0 and forming the
integral, a mean offset in the DOP data of (−0.5986 ± 0.0022) % is found, where the
uncertainty is twice the standard deviation of the pairwise difference of the DOP data
minus the reconstituted DOP data. This suggests that the red curve of Figure 3 should be
shifted upwards by 0.006.

Figure A1 shows DOP data (data in red and simulation in aquamarine) and integrals
of the DOP data (data in blue and simulation in green). Since the data are symmetric, only
data from the right-hand side of the mid-point of the width of the SiN are displayed. For
perfect fits of the simulation to the data, the red and aquamarine curves should overlap, as
should the blue and green curves.

Five different regions are labelled with mi, i = 1..5 for regions of roughly uniform
slope. The ratios of slopes, mi/m1, i = 2..5 were used to set the relative amplitudes of
strains as boundary conditions. The slopes are of interest. A uniform strain in the x
direction would have U = mi x + b, where b is some constant with respect to x. A difficulty
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exists in specifying deformations for boundary conditions in the FEM simulations. First-
and second-order discontinuities in the deformations lead to non-zero derivatives of the
deformations, which are unwanted sources of strain in the FEM simulations.

Figure A1. For both measured (red and blue) data and a 2D FEM simulation (green and aquamarine),
scaled degree of polarization results (red and green) and integrals (blue and aquamarine) of the
degree of polarization results are shown.

The integral of the DOP data (blue curve) shows supra-linear behavior in the ‘c’ region
or mid-section, for |h − 176.74| < 58, or for ±58× hstep = 2 µm about the center of the DOP
pattern. The inclined force approximation show supra-linear behavior; however, the FEM
simulations show linear behavior in this region. To achieve supra-linear behavior in the ‘c‘
region for the FEM simulations, quadratic terms in h were added to the FEM simulations to
achieve a match with the data.

The fit of the 2D simulation to the data could be improved using a grid search to find
the best fit function. However, the computer time required to perform a grid search would
be excessive and was deemed not worth the effort. For one minute per 2D FEM solution
and a grid of five points per parameter, then a grid with eight fitting parameters would
required 58 = 390,625 min = 6510 h = 39 weeks of computation time. Only four fitting
parameters would require roughly 10 h of computation for a brute force grid search.
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