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Abstract: Plant and fruit diseases significantly impact agricultural economies by diminishing crop
quality and yield. Developing precise, automated detection techniques is crucial to minimize losses
and drive economic growth. We introduce YOLO-AppleScab, integrating Content-Aware ReAssembly
of FEature (CARAFE) architecture into YOLOv7 for enhanced apple fruit detection and disease
classification. The model achieves impressive metrics: F1, recall, and precision of 89.75%, 85.20%,
and 94.80%, and a mean average precision of 89.30% at IoU 0.5. With 64% efficiency, this model’s
integration with YOLOv7 improves detection, promising economic benefits by accurately detecting
apple scab disease and reducing agricultural damage.

Keywords: scab disease; CARAFE; YOLO-AppleScab; mean average precision; average inference
per image; disease detection

1. Introduction

Plant and fruit diseases greatly impact agriculture, causing lower crop yields and
increased costs [1]. Climate change, globalization, and agricultural practice changes have
led to more disease incidents [2]. Researchers are developing better ways to detect, diagnose,
and treat these diseases [3,4], like by using remote sensing [5], genomics [6], monitoring
systems [7], and artificial intelligence (AI) [8]. AI has also enabled disease detection and
treatment using robots [9], involving two steps: computer vision-based fruit detection and
robot-guided treatment. Fruit detection is especially challenging [10].

The methods for detecting high-quality fruits include bio-molecular sensing, hy-
perspectral/multispectral imaging, and traditional vision technology. Traditional image
processing, like binarization, struggles with complex backgrounds [11]. Researchers have
used methods like multithreshold segmentation [11], artificial neural networks (ANN) [12],
support vector machines (SVM), and convolutional neural networks (CNNs) [13,14] for
disease identification. CNNs excel in image recognition tasks due to their deep learning
capabilities.

Developing an automatic disease diagnosis system using image processing and neural
networks can reduce fruit damage [15]. Deep learning, especially CNNs, has led to effective
image recognition models [15]. Various architectures like AlexNet [16], GoogLeNet [17],
VGGNet [18], and ResNet [19] have been employed [20]. AI’s rise prompted research on
applying machine learning to agriculture [21]. This study proposes a detection model that
integrates CARAFE architecture into YOLOv7 to better identify healthy and scab apples in
challenging conditions.
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This work explores integrating these technologies to enhance detection accuracy [22].
The experimental results validate the model’s effectiveness in maintaining real-time process-
ing speeds [22]. Such advances are crucial for food security and sustainable agriculture [23].

2. Material and Methodology of the Proposed Research
2.1. You Only Look Once Series (YOLO Series)

The YOLO (You Only Look Once) framework, shown in Figure 1, divides the input
image into an S × S grid, with each grid cell responsible for object detection. It generates
B-bounding boxes and confidence scores for each grid cell to indicate the probability of
an object’s presence. The framework also uses class probability maps from these scores to
detect and classify objects accurately, streamlining object detection into a single process for
real-time and precise results.
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Figure 1. YOLO model detection. The classification task is addressed while dealing with regression.
Therefore, each interested class (Healthy, Scab) is represented under different colors to illustrate the
YOLO detection model.

2.2. Rectangular Bounding Box and Loss Function

Each grid cell predicts x, y, w, h, Confidence, and C class probabilities, totaling 5
values. The Confidence score gauges object presence and calculates Intersection over Union
(IoU) with the ground truth (GT) box. If the cell offset is (cx, cy), and box prior is pw, ph,
the prediction is calculated using Equations (1)–(5). This grid-based approach efficiently
detects objects and reduces computation. For specific tasks, custom bounding boxes like
R-Bboxes can enhance detection; in our case, apple fruits are targeted. Figure 2 illustrates
the R-Bboxes prediction:

x̂ = σ(tx) + cx (1)

ŷ = σ
(
ty
)
+ cy (2)

where σ(·) is sigmoid function.
ŵ = pwetw (3)

ĥ = pheth (4)

Confidence = Pr(Object)× IoU(GT, pred), (5)

where Pr(Object) ∈ [0, 1] and IoU is the Intersection over Union between the predicted box
and the ground truth.
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Figure 2. Prediction of bounding box. YOLOv7 will predict the width and height of the box as
offsets from cluster centroids and center coordinates of the box relative to the location of the filter
application using a sigmoid function. The red dotted indicates the prior anchor, and the blue square
is the prediction.

The loss function remains the same as in the YOLOv4 model; the Complete IoU (CIoU)
loss function is given by Equation (6):

LossCIoU = 1 − IoU +
ρ2(b, bgt)

c2 + αv, (6)

where ρ2(b, bgt) represents the Euclidean distance between the center points of the predic-
tion box and the GT, and c represents the diagonal distance of the smallest closed area that
can simultaneously contains the prediction box and the ground truth.

Equations (7) and (8) presented the formulas of α and v as follows:

α =
v

1 − IoU + v
(7)

and

v =
4

π2

(
arctan

wgt

hgt − arctan
w
h

)2

(8)

2.3. Content-Aware ReAssembly of Feature: CARAFE
In deep neural networks, spatial feature upsampling is crucial for tasks like resolution

enhancement and segmentation. YOLOv7 introduces CARAFE, a novel feature upsam-
pling method that efficiently combines information over a wide receptive field, adapts to
specific instances, and improves the performance in various tasks.

2.4. Image Acquisition

The image dataset was collected in orchards using smartphones (12 MP, 13 MP, 48 MP)
and a digital compact camera (10 MP), capturing apples at various stages of development
and damage. The images were taken from different viewpoints, times of day, and lighting
conditions. The dataset, named AppleScabLDs, was curated by manually reviewing and
sorting images of healthy and diseased (apple scab disease) apples. Subsets were created
with and without scab symptoms, excluding images with visual noise. This meticulous
selection process ensured noise would not affect disease detection. The model’s perfor-
mance was evaluated using proper metrics and reported results. The dataset consisted of
297 images: 237 in the training set (200 healthy apples, 206 with scabs) and 60 in the test set
(55 healthy apples, 49 with scabs). Samples from the dataset in various environments are
shown in Figure 3.
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2.5. The Proposed YOLO-AppleScab Model

An overview of the proposed apple fruit with a scab disease detection model is shown
in Figure 4. On the SOTA of the YOLOv7 architecture model, a CARAFE architecture was
incorporated for better feature reuse and representation. Furthermore, the R-Bbox can
derive a more accurate IoU between the predictions, which is called YOLO-AppleScab.
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2.6. Experiment Setup

The experiments were conducted on a computer with the following specifications: 11th
Gen Intel® Core™ i5-11400H, 64-bit 2.70 GHz dodeca-core CPUs and a NVIDIA GeForce
RTX 3050 GPU, Santa Clara, CA, USA. Table 1 presents the basic configuration of the
local computer.

Table 1. The basic configuration of the local computer.

Computer Configuration Specific Parameters

CPU 11th Gen Intel® Core™ i5-11400H

GPU NVIDIA Geforce RTX 3050

Operating system Ubuntu 22.04.1 LTS

Random Access Memory 16 GB

In the binary classification problem, according to the combination of the sample’s
true class and the model’s prediction class, the sample can be divided into 4 types: TP,
FP, TN, and FN. A series of experiments were conducted to evaluate the performance
of the proposed method. The indexes for evaluation of the trained model are defined by
Equations (9) and (10) as follows:

Recall =
TP

TP + FN
(9)

Precision =
TP

TP + FP
(10)

where TP, FN, and FP are abbreviations for true positives (correct detection), false negative
(miss), and false positive (false detection).

3. Results and Discussion
3.1. The Network Visualization

Understanding deep neural networks can be complex; yet, they grasp vital visual
cues. Figure 5 illustrates the 32 feature maps from YOLOv7’s upsample and the 32 feature
maps from CARAFE in the proposed model. Stage 53 generates 32 maps from YOLOv7’s
upsample, while stage 65 presents CARAFE’s 32 maps. These maps unveil captured visual
insights, with CARAFE’s maps being richer, depicting diverse edges. This underscore
CARAFE’s role in enhancing the model’s feature representation, showcasing its capability
in extracting detailed visual elements.
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diction; (h,k) stage 53 ℂ𝔸ℝ𝔸𝔽𝔼 feature maps; (i,l) stage 65 ℂ𝔸ℝ𝔸𝔽𝔼 feature maps. Each color rep-
resents a distinct outcome of the convoluted feature map at the present layer. 

Figure 5. Feature maps activation in Upsample and CARAFE layers. (a,d) YOLOv7 prediction;
(b,e) stage 53 Upsample feature maps; (c,f) stage 65 Upsample feature maps; (g,j) YOLO-AppleScab
prediction; (h,k) stage 53 CARAFE feature maps; (i,l) stage 65 CARAFE feature maps. Each color
represents a distinct outcome of the convoluted feature map at the present layer.
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3.2. Performance of the Proposed Model under Different Lighting Conditions

The efficiency of the proposed model in different illumination conditions was exam-
ined in this study. Images were recorded in the morning (09:00–10:00), noon (12:00–14:00),
and afternoon (16:00–17:00) to provide a variety of natural light conditions. Because it was
hard to clearly separate images according to the time, the image was divided into two
groups, as shown in Table 2: strong light and soft light.

Table 2. The detection performance of the proposed model.

Illumination Class GT
Correctly Identified Falsely Identified Missed

Amount Rate Amount Rate Amount Rate

Strong Light
Healthy 20 18 90% 1 5% 1 5%

Scab 28 27 96.43% 1 0% 0 3.57%

Soft Light
Healthy 29 22 75.86% 2 6.87% 5 17.24%

Scab 27 23 85.18% 2 7.41% 2 7.4%

Among all the apples evaluated, 48 were present under strong light and the remaining
56 were in soft light. This study examines two subclasses under strong and soft light.
Strong light included 20 healthy and 28 scab-infected apples; soft light had 29 healthy
and 27 scab-infected apples. A healthy identification rate was 90% under strong light and
75.86% under soft light. Scab disease detection was 96.43% under strong light and 85.18%
under soft light. False detections were 5% healthy and 0% scab under strong light, and 6%
false and 7.41% scab under soft light, mainly from the background.

3.3. Comparison of Different State-of-the-Art Algorithms

Table 3 displays key results, including precision, recall, F1 score, mAP0.5, and mAP0.5−0.95,
for apple fruit detection: healthy and scab-infected classes. This information assesses the
model’s effectiveness by class, revealing strengths and weaknesses in detection. mAP0.5
and mAP0.5−0.95 provide overall accuracy. This table is vital for evaluating the model’s
performance and identifying improvement areas for future iterations. Table 4 offers a
comprehensive analysis of classification metrics, evaluating the accuracy of YOLOv3 [24],
YOLOv4 [24], YOLOv7, and Faster RCNN [25] against our proposed method. The efficacy
of our YOLO-AppleScab model was validated against other SOTA.

Table 3. Classification metrics. Comparison with different SOTA of YOLOv3, YOLOv4, YOLOv7 and
the proposed method for the two studied classes (healthy and scab) that apple represents. The input
image size is 416 × 416.

Model

Healthy Scab

Precision
(%)

Recall
(%)

F1
(%)

mAP0.5
(%) mAP0.5−0.95(%) Precision

(%)
Recall

(%)
F1

(%) mAP0.5(%) mAP0.5−0.95(%)

Yolov3 88.38 56.64 69.04 68.60 41.60 68.20 91.80 78.23 92.10 69.80
yolov4 89.90 67.30 76.98 79.40 53.90 89.40 95.90 92.54 92.70 70,30
Yolov7 85.40 74.50 79.58 80.10 51,60 91.80 90.90 91.35 93.40 72.70
Yolo-

Applescab 100 74.50 85.39 83.30 54.80 89.50 95.90 92.58 94.70 73.20
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Table 4. Classification metrics. Comparison with different SOTA of YOLOv3, YOLOv4, YOLOv7 and
Faster R-CNN is used for benchmarking. The input image size is 416 × 416. The mAP0.5−0.95 are
expressed in percentages. Two classes (healthy and scab) represent the apple condition.

Model
Healthy Scab

mAP0.5−0.95 (%) mAP0.5−0.95 (%)

YOLOv3 41.60 69.80
YOLOv4 53.90 70.30
YOLOv7 51.60 72.70

Faster R-CNN 47.03 59.79
YOLO-AppleScab 54.80 73.20

Table 5 details precision, recall, F1 score, mAP0.5, mAP0.5−0.95, and average CPU time
per image. YOLO-AppleScab excels, achieving 89.30% precision, 64% mAP0.5−0.95, and a
detection time of 0.1752 s per image. Its superior performance underscores its prowess
in detecting apples with scab disease, offering real-time detection capabilities suitable for
robot-assisted disease detection in fruits.

Table 5. A comparison of different state-of-the-art detection methods.

Models Precision
(%)

Recall
(%)

F1 Score
(%)

mAP0.5
(%)

mAP0.5−0.95
(%)

CPU Time
(ms)

YOLOv3 [26] 76 74.10 75.04 80.40 55.70 175.1
YOLOv4 [24] 89.70 81.60 85.46 86.10 62.10 180.2
YOLOv7 [27] 88.60 82.70 85.55 86.80 62.20 153

Faster
R-CNN [28] 77.80 68.30 72.74 77.85 53.41 194

YOLO-
AppleScab 94.80 85.20 89.75 89.30 64 175.2

4. Conclusions

This study introduces YOLO-Apple Scab detection, leveraging YOLOv7 to classify
healthy and scab-infected apples. This method minimizes challenges like overlap and
illumination changes using CARAFE architecture for feature extraction, enhancing model
learning. The experiments validate its efficiency. Incorporating CARAFE boosts the F1
score by around 4.2%, while maintaining the performance under diverse lighting. Notably,
strong light yields a 90% accurate identification of healthy apples (over 14% more than
soft light), and 96.43% for scab-infected apples (over 11% higher). This method surpasses
other SOTA techniques, showcasing the potential for broader applications in apple disease
detection. Future work aims to enhance detection in occlusion and variable light and
explore treatment applications based on disease type, possibly integrating this algorithm
into a robot for versatile detection and treatment at various growth stages.
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